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ABSTRACT 
 

This study explores how financial institutions are currently leveraging artificial intelligence 

(AI) in the fight against money laundering criminal organisations. It examines the extent to 

which AI serves as a powerful tool for identifying patterns, behaviors, and warning signals 

indicative or illicit activities within an increasingly interconnected global banking system.  

The research outlines the three stages of money laundering, highlights activities identified as 

illicit by international organisations and discusses the consequences of criminal groups 

continuing to bypass regulatory filters and infiltrate the global financial market. It also explores 

the day-to-day challenges faced by banking institutions in managing such threats.  

Furthermore, this study seeks to provide evidence supporting the argument that AI can be a 

valuable tool in accelerating the detection of suspicious transactions, reinforcing the security 

filters of the global financial system, and reducing the proportion of criminal funds circulating 

within it. Most importantly, it explores how improving the fight against money laundering can 

lead to a significant reduction in the financial resources available to criminal organisations 

engaged in activities such as human trafficking, illegal drug trade, terrorism, and other serious 

offences.  

This research provides a relevant contribution by examining practical insights from industry 

professionals in the context of global regulatory frameworks and technological advancements 

in AML. By aligning first-hand perspectives with existing international developments, the 

study aims to highlight connections between operational realities and broader policy and 

innovation trends, offering a grounded understanding of how artificial intelligence can enhance 

and potentially challenge AML frameworks. 
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CHAPTER 1 – INTRODUCTION 
 

Statement of the Problem 
 

In 2024, the organisation Nasdaq Verafin (2024), reported that, in 2023, more than 3 trillion 

dollars derived from illicit activities were successfully integrated and circulated within the 

global financial system. According to the United Nations Office on Drugs and Crime 

(UNODC), it is estimated that between 2% and 5% of the global gross domestic product (GDP) 

is associated with money laundering activities.  

These figures reveal the magnitude of the threat posed by financial crime to global economic 

stability, and the reason why institutions around the world, along with private organisations, 

have joined forces to design strategies that help detect and disrupt the criminal networks behind 

illicit financial flows. These funds, generated through activities such as drug trafficking, 

corruption, fraud, or terrorism, area processed and disguised to appear legitimate within the 

financial system. According to the Financia Action Task Force (FATF, 2023), this process is 

defined as money laundering, which involves “processing criminal proceeds to disguise their 

illegal origin” and thereby allowing their use in the legitimate economy.  

Although various international organisations and governmental bodies have developed 

regulatory frameworks and adopted technological advancements to combat this issue, the 

infiltration of criminal proceeds into legitimate financial systems remains a persistent 

challenge. The continuous evasion of financial security controls by organised criminal networks 

reduces the integrity of the global financial infrastructure. This ongoing circumvention enables 

a sustained flow of illicit funds, which not only support but also expand criminal operations 

across borders.  

As a result, a self-reinforcing cycle emerges one in which illicit activities are perpetuated and 

expanded through continued access to legal financial channels. According to Nasdaq (2024), it 

is estimated that 782.90 billion USD originate from drug trafficking, 346.70 billion USD from 

human trafficking, 11.50 billion USD from terrorism related activities, and 485.60 billion USD 

from fraud. These alarming statistics highlight the urgent need for more advanced and adaptive 

mechanisms to detect and prevent money laundering at scale.  

 

Research Question 
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What are the key challenges financial institutions encounter in the global landscape 

of anti-money laundering (AML), and to what extent can artificial intelligence (AI) 

function as both an enabler and a potential threat in enhancing AML frameworks? 

Aim 

To analyze the main challenges faced by financial institutions in the global fight against money 

laundering and to critically assess the dual role of artificial intelligence as both a facilitator and 

a potential risk in strengthening AML frameworks, linking practical findings with global 

regulatory and technological developments.  

Objectives 

o To identify the most significant operational, regulatory, and technological challenges 

hindering the effective implementation of AML measures in financial institutions.  

o To examine current applications of artificial intelligence in AML processes.  

o To evaluate the benefits, limitations, and potential risk associated with AI adoption in 

AML frameworks. 

o To analyze the influence of global regulatory and compliance requirements on the 

integration of AI into AML efforts.  

o To propose strategic recommendations for optimizing AI adoption, addressing the 

identified challenges, and mitigating associated risk.  
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Research Justification 

Money laundering is a global threat that affects all industries and sectors of society. However, 

its consequences disproportionately impact the most vulnerable population. Beyond the 

financial dimension, money laundering presents a serious obstacle from multiple perspectives, 

including social harm, institutional weakening, international relations, and both micro and 

macroeconomics stability. 

According to the International Labour Organization (ILO, 2005), it is estimated that 2.45 

million people worldwide are exploited through human trafficking, many of whom are 

subjected to forced labour or commercial sexual exploitation. Significantly 43% of these 

victims are forced into the sex industry, while an estimated 40% to 50% are believed to be under 

18.  However, this figure is likely underestimated due to inconsistent age documentation. 

Human trafficking is also closely linked to legal economics sector, with approximately 32% of 

victims exploited in commercial activities such as agriculture, manufacturing, and domestic 

work. These realities underline the urgent need for more innovative approaches that go beyond 

traditional compliance measures. By integrating real-world perspectives from financial sector 

professionals with an analysis of the global regulatory and technological trends, this study seeks 

to generate insights that can inform more adoptive and effective AML strategies. The following 

chapters present the literature review, methodology, findings, discussion, and conclusion 
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CHAPTER 2 – LITERATURE REVIEW 
 

Introduction to the Literature Review 

 

This research begins by looking at the concept of money laundering and the three key stages 

commonly used to describe the process: placement, layering, and integration (FATF). Although 

often framed in strictly financial or legal terms, it is also a process though which criminal groups 

camouflage the illegal origin of their profits, enabling them to gain power, expand their 

networks, and penetrate legitimate sectors of the economy. 

The impact of money laundering on the global financial system is both profound. When illicit 

founds are injected into formal economies, markets across various industries become distorted, 

and financial institutions are exposed to high reputational and operational risk. These dynamics 

weaken public trust in regulatory system and democratic institution, particularly in countries 

where oversight mechanism is fragile or politicised (World Bank 2022).  

Beyond its financial and institutional consequences, money laundering has a devastating human 

cost. The funds being laundered often originate from crimes such as human trafficking, drug 

smuggling, corruption, or arms trading (UNODC 2021). These illicit flows directly impact 

vulnerable groups, especially children, women, and communities in developing countries who 

are exploited or displaced in the process. Addressing money laundering is therefore also a 

matter of protecting human rights. 

Although various frameworks have been developed to address this global issue, most notably 

by the FATF, which includes over 200 jurisdictions (FATF 2024), significant gaps remain in the 

global anti-money laundering (AML) system. Multilateral organisations such as the World 

Bank, which aids developing countries in strengthening financial integrity (World Bank) and 

the International Monetary Fund (IMF), which support member states in enhancing AML 

frameworks have long supported countries in strengthening their regulatory capacity, yet 

criminal networks continue to exploit fragmentation and technological lag across borders. 

In recent years, however, new tools have emerged. The rise of AI in financial services is 

reshaping the way AML processes are designed and implemented. From transaction monitoring 

to suspicious activity reporting, AI offers the potential to improve the speed, accuracy, and 

adaptability of compliance system, closing long-standing gaps exploited by criminals.  
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Definition and Scope of Money Laundering 
 

The United Nations Office on Drugs and Crime (UNODC) defines money laundering as “the 

processing of criminal proceeds to disguise their illegal origin”. This definition highlights the 

importance of the process, as it allows criminal organisations to safeguard their financial gains 

and benefit from the profit of their illicit activities without exposing themselves to legal 

consequences.  

In contrast, The International Organisation Bank for International Settlements (BIS), through 

the Basel Committee on Banking Supervision (2017), describes money laundering as the abuse 

of the financial system by criminal organisations, who use financial institutions either 

intentionally or not to introduce in the system illegal funds. This view, highlights not only on 

concealing the origin of the money, but also on the responsibility of the banking sector to 

implement strong internal controls, risk-based assessments, and due rigorous processes to 

prevent being used as vehicles for organised crime.  

Finally, from an operational and systemic risk perspective, the U.S. Department of the Treasury 

(FinCEN) defines money laundering as financial transactions in which criminals attempt to 

disguise the origin, nature or source of illicitly funds. This definition underscores that 

laundering not only facilitates a wide range of serious criminal offences, but also poses a direct 

threat to the integrity of the financial system (U.S. Department of the Treasury, n.d.).  

Considering the definitions explored, the definition proposed by the BIS, through the Basel 

Committee on Banking Supervision, more accurately reflects the vulnerability of the financial 

sector in relation to money laundering. This interpretation not only highlights the responsibility 

of institutions to implement internal measures and controls, but also positions the sector as a 

key actor, almost functioning as a form of financial law enforcement tasked with detecting, 

preventing, and reporting illicit activity. This responsibility does not rest solely on the 

institution, but also extent to its employees, who must remain constantly vigilant in their day-

to-day operations. Consequently, money laundering is not merely a threat to the economic 

system, but also to the social and political system, turning financial institutions into a central 

pillar in the broader fight against organised crime. This constant pressure requires financial 

entities not only to invest in technology and staff training, but also to reassess their compliance 

strategies and risk management frameworks (Lucinity, 2025). 

After establishing the concept of money laundering from several leading institutional 

perspectives, it is essential to examine how this crime operates in practices. According to most 

jurisdiction and international bodies, the money laundering process typically consists of three 
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main stages. This research, adopts the FATF framework, widely recognised by regulatory and 

financial institutions.  

- Placement – the initial stage, refers to the act of inserting proceeds from illicit activities 

into the formal financial systems. Criminal organisations frequently break down large 

sums of cash into smaller amounts that can be deposited into bank accounts without 

attracting attention from authorities a practice better known as smurfing (Madinger, J. 

2012). In addition, FATF highlights that these actors also use financial instruments such 

as cheques and money orders, which can similarly be deposited in small increments to 

avoid detection.  

- Layering – the second stage, distances the funds from their illicit origin through a series 

of financial transactions. Launderers move money across accounts and jurisdiction, 

often using shell companies or fictitious transactions to obscure the audit trail. Weak 

regulations in certain countries make them attractive for hidings illicit gains (FATF, 

n.d.). 

- Integration, the final stage reintroduced laundered founds into the economy as 

legitimate assets. At this point, the money has often crossed borders and passed through 

multiple institutions, complicating efforts to trace it. It is then invested in luxury goods, 

real estate, or legitimate business. 

This three-stage model, illustrated by UNODC, shows how illicit funds are introduced, 

obscured, and legitimised through global financial systems.   

Figure 1.  
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Figure 1. The Money Laundering Cycle. 

Source: United Nations Office on Drugs and Crime (UNODC).  

 

Challenges in Detection and Prevention 
 

An additional aspect that must be considered when analyzing money laundering is the wide 

range of challenges associated with its detection and prevention in a globalized financial 

environment. According to Levi, M. & Reuter, P. (2006), one of the most significant difficulties 

arises from the transnational nature of this offence, which enables criminal organisations to 

exploit discrepancies between legal systems and regulatory frameworks across jurisdictions.  

Criminal organisations often hire legal and financial experts to navigate regulations across 

jurisdictions, giving them a significant advantage in avoiding detection. This expertise makes 

it harder for regulators and banks to trace to their source.  

An equally relevant dimension in addressing money laundering in the imperative of effective 

international cooperation. Unger and Van Der Linde (2013) highlight that criminal networks 

systematically exploit differences between national legal frameworks, regulatory capacities, 

and enforcement priorities to transfer funds across borders with minimal risk. Political 

sensitivities, institutional differences, and poor information-sharing channels limit mutual legal 

assistance and cross-border investigations.  

Fragmented regulations make it harder to track transactions through multiple jurisdictions, 

allowing criminals to design complex corporate structures in countries with low transparency 

requirements. Furthermore, differences in the thresholds for reporting suspicious activity and 

in the applications of due diligence obligations contribute to an environment where regulatory 

arbitrage becomes a viable strategy for money launderers. 

Therefore, strengthening international cooperation is not merely a supplementary measure but 

rather a central component of any effective anti-money laundering strategy. Only through 

harmonised regulations, shared intelligence, and sustained joint enforcement efforts can close 

the gaps that have long allowed illicit funds to flow across borders.   

 

Consequences of Money Laundering in the Financial System 

 

Money laundering perpetuates global inequality by disproportionately impacting developing 

economies. These jurisdictions can face losses equivalent to a significant share of their GDP, 

undermining public investment in essential sectors such as health, education, and infrastructure. 
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The diversion of resources away from productive uses not only constrains economic growth 

but also reduce public trust in financial institutions and governance structures.  affect vulnerable 

population, the most visible structural effects lie in the erosion of trust, stability, and integrity 

within the banking sector (FATF, 2013).  

Furthermore, the ongoing globalisation of the economy, coupled with the rapid expansion of 

digital technologies, has significantly increased both the complexity and the speed of cross-

border financial transactions. These developments have generated considerable benefits in 

terms of international trade and financial inclusion (Levi, M. & Reuter, P. 2006). 

Within this context, the banking system occupies a central role, acting simultaneously as a 

victim and in some cases, as an unwitting conduit for illegal activities. Although financial 

institutions operate under increasingly stringent regulatory frameworks and have adopted 

enhanced due diligence procedures, they continue to be targeted by sophisticated criminal 

network. These groups usually employ complex corporate structures, nominee arrangements, 

and cross-border transfers designed to avoid existing controls and the scrutiny of supervisory 

authorities. Nevertheless, in practice, factors such as information asymmetries, technological 

limitations, perverse incentives, and instances of corruption contribute to the emergence of 

breaches that enable illicit capital to enter and circulate within the formal financial system 

(Unger and Van Der Linde, 2013).  

The persistence of these operations within banking institutions even those regarded as among 

the most robust in terms of compliance demonstrates that, despite significant regulatory 

progress and substantial investment in monitoring and reporting systems, money laundering 

remains an established threat. This reality continues to undermine the credibility of financial 

markets and erode the confidence of economic stakeholders (Levi, M. & Reuter, P., 2006).  

One of the principal challenges faced by financial institutions lies in consolidating their position 

in the eyes of the public, clients, investors and regulatory bodies as organisations with a solid 

and favourable reputation. This positioning is not limited only to the implementation of 

compliance procedures aimed at combating money laundering, rather, it also involves 

demonstrating that the institutions is secure, trustworthy and capable of safeguarding the 

interests of its depositors and counterparties.  

When internal monitoring and prevention controls are evaded by criminal organisations, the 

resulting consequences extent far beyond direct financial losses. As noted by Unger and Van 

Der Linde (2013), the reputational damage caused by such incidents represents a cost that is 

considerably more difficult to repair and often endures for many years. Once public perception 

has been compromised, it becomes extremely challenging to restore the confidence of investors 

and the international community. This erosion of institutional credibility typically triggers a 
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series of negative repercussions, which not only undermine the financial stability of the 

organisation but also diminish its ability to inspire trust among both internal and external 

stakeholders.  

The 2012 HSBC case illustrates the severe regulatory and reputational consequences that can 

arise from weak AML controls. Record fines imposed that year, along with sustained public 

scrutiny, not only impaired the bank’s standing but also underscored the substantial cost linked 

to compliance failures (U.S. Senate, 2012). Such high-profile breaches can also erode broader 

market confidence, creating a contagion effect across the financial sector Levi (2012). 

Extending this discussion beyond the structural damage, it is essential to acknowledge the 

broader human consequences. While institutions are often at the centre of anti-money 

laundering discussions, the individuals behind especially employees working in compliance or 

audit roles also experience significant risk. These professionals are frequently exposed to 

intense pressure, ethical dilemmas, and even threats to their personal safety when they attempt 

to confront or report suspicious activities. According to a 2022 analysis, compliance 

departments are facing persistent staffing shortages, with some banks unable to recruit or retain 

qualified personnel despite increasing regulatory demands. This lack of resources not only leads 

to burnout and excessive workloads among existing teams but also increases the personal and 

professional risk burned by compliance officers and senior executives (Buchalter, 2022). In 

extreme cases, the failure to detect laundering operations can result in job losses, legal 

implications, or professional discredit for individuals who may acted in good faith within 

flawed or overwhelming systems.  

Moreover, money laundering intensifies existing global inequalities. In many cases, the victims 

of the criminal networks financed through laundered money such as women and children 

involved in trafficking or forced labour. These indirect victims often come from 

underdeveloped or conflict-affected regions, where systemic poverty, limited access to 

education, and weak governance create an environment in which criminal organisations can 

thrive. According to The World Bank, unintended consequences of global de-risking practices 

have led many international banks to terminate relationships with financial institutions in 

developing countries, particularly in the Latin America, sub-Saharan Africa, East Asia and 

South Asia. This trend driven by concerns over money laundering and regulatory penalties has 

further marginalised vulnerable populations by limiting their access to basic financial services 

and cross-border transactions (World Bank, 2018).  Consequently, the very existence of a person 

can be shaped, or even condemned, by the place and conditions into which they are born.  

Although international bodies have promoted standardised frameworks to combat illicit 

financial flows, the implementation of these measures often places disproportionate burdens on 
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developing countries. These jurisdictions may be labelled as “hight-risk” or “non-cooperative” 

without a full understanding of their socio-economic realities or institutional limitations. Such 

classifications can damage their reputations, restrict access to global financial markets, and 

increase compliance cost ironically exacerbating the very vulnerabilities these measures aim to 

address.  

Furthermore, these is an inherent tension between the push for global alignment and the need 

to respect the sovereignty of national systems. In practice, this dynamic can reinforce a cycle 

of dependency, where under-resourced nations struggle o meet externally imposed standards 

while being scrutinised under frameworks primarily designed by and for developed economies.  

In this sense, money laundering is not only a financial crime, but also a mechanism that 

perpetuates global injustice. It allows those with illicit power to remain shielded while those 

with fewer resources, whether as professionals, citizen, or entire nations face the consequences 

of a system designed to monitor them more closely than it protects them.   

Another significant challenge that financial institutions must address, both at microeconomic 

and macroeconomic levels, is the profound impact of illicit activities on the stability of 

economic systems. According to the International Monetary Fund (2001), illicit flows derived 

from money laundering represent between 2% and 5% of global GDP, which corresponds to an 

estimated USD 1 to 1.5 trillion annually. This constitutes an exceptionally large volume of funds 

actively circulating within international financial systems. Such flows undermine and devalue 

the global economic framework by weakening regulatory effectiveness, distorting competition 

and obstructing the development of strategic sectors.  

As noted by Levi, M. & Reuter, P. (2006), criminal organisations are often able to sustain 

artificially low prices and assume greater risk because they rely on undeclared resources, 

thereby distorting competitive dynamics and undermining overall economic productivity. 

Furthermore, Global Financial Integrity (2017) has estimated that developing countries 

collectively lose approximately USD 1 trillion every year because of illicit financial flows, 

which intensifies unequally and restricts the scope for genuine investment. Taken together, 

these phenomena illustrate that money laundering represents not only a criminal offence but 

also a systemic threat to the integrity and resilience of both local and global financial markets.  
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Traditional Methods Used to Combat Money Laundering 
 

Regulatory and Legal Frameworks 

International efforts to combat ML gained momentum in the late 1980’s, when the rapid 

expansion of transnational drug trafficking exposed critical weaknesses in financial oversight. 

The Vienna Convention of 1988 marked the first international agreement to classify ML as a 

criminal offence, initially linked to narcotics-related crimes, and ser a precedent for broader 

regulation. This was reinforced by the Palermo Convention of 2000, which extended the scope 

to cover laundering linked to any serious offence and promoted enhanced cross-border 

cooperation. Together, these conventions established the foundation for the global anti-money 

laundering framework and encouraged states to align their legal systems to address this 

transnational threat more effectively (Sharman, 2011). 

Following the adoption of the Vienna and Palermo Convention, jurisdictions began developing 

their own legislation and regulatory measures. The Unites States, through the Bank Secrecy Act 

(1970), required financial institutions to collaborate with the government in detecting and 

preventing money laundering.  Its provisions included maintaining transaction records, 

reporting cash operations exceeding USD 10,000, and filing Suspicious Activity Reports 

(SARs) in cases on unusual activity. The Act also introduced early Know Your Customer (KYC) 

procedures (Unger and Van Der Linde, 2013).  

In Europe, the EU progressively developed directives to strengthen AML measures, moving 

from a uniform approach to a risk-based model. Directive (EU) 2015/849 introduced key 

elements such as enhanced scrutiny for high-risk sectors, while Directive 2018/843 expanded 

transparency on beneficial ownership and extended supervision to emerging sectors, including 

virtual asset service providers. These legal instruments underscored the EU’s commitment to 

adapting regulatory frameworks to evolving financial crime risk while promoting cooperation 

among member states (European Union, 2015; European Union, 2018). 

Following the initial period, which undoubtedly involved a process of trial and error, the FATF 

emerged on the international stage in 1989. This body, which operates independently of any 

specific jurisdiction, does not possess formal coercive powers. Nevertheless, it has exerted 

considerable influence through international pressure and initiatives such as the publication of 

blacklist. The primary purpose of these backlist is to assess whether jurisdictions have 

implemented effective anti-money laundering measures and whether they comply with 

established international standards. Although being placed on an FATF blacklist does not entail 

direct legal sanctions, it can lead to significant economic consequences, including restrictions 

on access to banking services, heightened scrutiny from international financial institutions, and 
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a certain degree of financial isolation. As a result, many countries have been compelled to 

strengthen their compliance frameworks (Sharman, 2011). In addition to the FATF, other 

influential organisations perform similar roles. For example, the Egmont Group facilitates 

cooperations and information exchange among national Financial Intelligence Units, while the 

Basel Committee on Banking Supervision issues guidelines on banking supervision and 

customer due diligence. Collectively, these entities have contributed to consolidating stricter 

international expectations regarding the prevention of money laundering.  

Governments and financial institutions have recognized that criminal organisations, including 

terrorist groups and drug trafficking networks, inevitably need to circumvent legal framework 

to introduce illicit funds into the formal economic system. This reality places banking 

institutions in a particularly vulnerable positions, as they may inadvertently become conduits 

for money laundering activities. To address this, standardised client categorisation and risk 

assessment procedures emerged, with KYC and Customer Due Diligence (CDD) becoming 

universal AML measures.  

Know Your Customer (KYC) and Customer Due Diligence (CDD) risk scoring. 

In order for a financial institution to formally initiate a business relationship, financial 

institutions are required to undertake a comprehensive identification and verification process 

of the natural or legal person seeking access to their services. The Know Your Customer (KYC) 

procedure entails the collection and validation of documentation that substantiates the client’s 

identity and legal status, including full name, date of birth or incorporation, residential or 

business address. This information must be cross-verified for consistency and authenticity and 

screened against applicable regulatory lists to identity potential involvement in illicit activity 

or reputational concerns. KYC constitutes a foundational element of institutional risk 

management, serving not merely to confirm identify but also to assess the legitimacy of 

financial activities and to safeguard the financial system from abuse (Society for Worldwide 

Interbank Financial Telecommunication (SWIFT), n.d.; World Bank Group, International 

Finance Corporation, 2018).  

Customer Due Diligence (CDD) builds upon the KYC framework adopting a more dynamic 

and risk-sensitive approach to evaluating potential threats associated with a client relationship. 

While KYC establishes the identity of the client, CDD seeks to determine the nature of the 

client’s activities, the rationale for the relationship, and the extent to which their financial 

behavior conforms to expected patterns. It encompasses the verification of beneficial ownership 

in the case of legal entities, the assessment of the origin and legitimacy of funds, and the 

ongoing monitoring of transactions to detect anomalies indicative of illicit conducts (SWIFT, 

n.d.). This risk-based methodology categorises clients onto low, medium, or high-risk profiles, 
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with enhanced measures applied proportionately to the assessed risk level. Although essential 

in practice, this reflexive approach may give rise to inconsistencies or unintended exclusion if 

not implemented with due rigor (World Bank Group, 2018).  

To address procedural inefficiencies, industry-led initiatives such as the SWIFT KYC Registry 

have emerged as collaborative solutions. This registry, developed by the Society for Worldwide 

Interbank financial Telecommunication, is a global utility that enables financial institutions to 

upload, maintain, and share standardised KYC information securely with counterparties. It aims 

to streamline the onboarding process, reduce duplication, and improve transparency across 

jurisdictions (SWIFT, n.d.). However, these shared platforms do not exempt institutions from 

tailoring their CDD according to each client risk profile. As the International Finance 

Corporation (IFC) of the World Bank Group points out, CDD procedures must still reflect 

contextual factors and preserve institutional responsibility, even in environments where KYC 

utilities are adopted (World Bank Group, 2018).  

Risk scoring operates in conjunction with KYC and CDD, enabling institutions to assign a 

quantitative or qualitative risk rating to each client based on variables such as transaction 

volumes, geographic exposure, beneficial ownership arrangements, product utilization, and 

corporate structure (Alessa, 2023; Wolfsberg Group, 2022). Clients consider high risk are 

subject to enhanced scrutiny, however, it must be acknowledged that residual risk cannot be 

entirely eliminated. The efficacy of a risk scoring framework is contingent upon the quality of 

the underlying data and the consistent application of assessment criteria. Misclassification 

whether by overestimating or underestimating the level of risk can precipitate adverse outcomes 

ranging from unwarranted financial exclusion to inadvertent facilitation of criminal activity. 

Accordingly, the Basel Committee (2014) underscores the necessity of technically robust 

models underpinned by sound governance and effective oversight.  

KYC, CDD, and risk scoring are intrinsically interconnected. Deficiencies in any one of these 

components can compromise the effectiveness of the others. Consequently, institutions must 

transcend procedural compliance and embed these mechanisms within a broader organizational 

culture of integrity. While compliance functions are charged with the formal evaluation of 

regulatory adherence, their analyses depend fundamentally upon the quality of information and 

the cooperation of all relevant internal stakeholders. Initial client interactions, the willingness 

to disclose relevant structural and financial information, and the internal consistency of such 

disclosures may provide valuable qualitative indicators that, while not captured in standardised 

forms, warrant professional consideration.  

Moreover, these mechanisms rarely operate under ideal conditions, their reliability depends on 

data quality, professional judgement, and the effectiveness of the technological tools in place, 
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as well as the influence of internal policies and national regulations. International regulatory 

standards remain critical in harmonising approaches and ensuring institutions remain adaptive 

to evolving global threats. When implemented constructively, standardization serves not as an 

external imposition, but as an enabling mechanism that reinforces alignment, accountability, 

and resilience within an environment persistently exposed to risk.  

 

The Rise of Artificial Intelligence in Financial Institutions 
 

Artificial intelligence has developed from a niche research field to a transformative force across 

industries, including financial services (World Economic Forum, 2018). Advances in deep 

learning, big data, and cloud computing have enabled its adoption in areas such as transaction 

monitoring, risk assessments, and customer engagement (FATF, 2021). In the financial sector, 

AI’s growing presence has generated both enthusiasm for its potential to reshape operations and 

caution due to the challenges of implementation. For many institutions AI is now seen as a key 

differentiator in a competitive and increasingly digital market (World Economic Forum, 2018). 

The World Economic Forum (2018) also notes that this growth has generated a blend of 

optimism about benefits of AI and caution regarding its uncertainties. Such concerns have led 

to a relatively restrained investment approach compared to other industries, with financial 

institutions allocation around USD 10 billion to AI initiatives in 2020.  

As the adoption of artificial intelligence continues to grow within the financial industry, 

traditional techniques and methods are increasingly losing relevance in favor of more 

innovative approaches. This process not only combines historically established practices with 

emerging technologies but also generates disruption that drives the creation of new procedures, 

risks, and opportunities. The World Economic Forum (2018) emphasizes that the capacity to 

strategically manage and leverage large volumes of data is expected to become a critical source 

of competitive advantage for those institutions able to integrate it effectively. In this regard, 

76% of senior executives at the world’s leading banks consider AI to be a key element of 

differentiation in the global market.  
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Applications of AI in Anti-Money Laundering (AML) Efforts 
 

The rapid advancement of the artificial intelligence has transformed various sectors, and the 

financial industry has been no exception. Processes such as online banking, algorithm-driven 

credit scoring, and automated compliance monitoring have become integral to operations. In 

the context of AML, AI is increasingly recognized as a strategic enabler, strengthening core 

systems like Know Your Customer KYC and enhancing the efficiency of transaction monitoring 

(Maple, Szpruch, Epiphaniou, Staykova, Singh, Penwarden, Wen, Wang, Hariharan, and 

Avramovic, 2023; Digital Banking Report, 2024).  

Machine learning has been particularly impactful, enabling the detection of behavioral patterns 

historically associated with suspicious activity, without the need for exhaustive manual 

configuration. By improving detection accuracy and reducing false positives, machine learning 

allows compliance teams to focus resources on genuinely high-risk cases. According to KPMG 

(2023), replacing conventional tools with machine learning models has led to improvements of 

up to 40% in identifying suspicious activity, while also reducing false positives. These refer to 

legitimate transactions that are incorrectly flagged as suspicious by detection systems, which 

can lead to unnecessary investigations. As highlighted by the FATF (2021), high false positive 

rates reduce the overall effectiveness of anti-money laundering systems by overwhelming 

analysts with irrelevant alerts and diverting attention from genuinely risky activity.  This shift 

towards AI-enhanced monitoring enables institutions to allocate resources more effectively, 

ensuring that compliance professionals can focus on truly critical cases without compromising 

oversight or professional judgment.   

However, their effectiveness still depends on several critical factors including data quality, 

proper model calibration, and their integration with human expertise. As noted by FATF (2021), 

machine learning should be viewed as an enabler rather than a replacement of existing 

frameworks. It reinforces, but does not substitute, core processes such as AML, CDD, and risk 

scoring.  

EY (2024), illustrates how artificial intelligence, including supervised learning (SL), 

unsupervised learning (UL), and generative AI (GenAI), is currently being applied across the 

AML lifecycle. This includes customer due diligence, transaction monitoring, alert 

investigation and reporting processes.  
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Figure 2.  

 

AI for anti-money laundering (AML) overwiew 

Source: EY (2024). AI-enabled Anti-Money Laundering. Page 11. 

 

One such example is the collaboration between KPMG Belgium and DISCAI, which offers an 

AI-as-a-Service (AIaaS) model that provides banks with access to advanced monitoring 

capabilities without the need for internal infrastructure or technical management. These 

solutions enable behavioral pattern recognition, network analysis, and anomaly detection in an 

integrated and scalable way KPMG (2023).  

Once machine learning tools were incorporated into regulatory compliance frameworks, it 

quickly became evident that training and feeding models alone would not be sufficient to meet 

the complex objectives of identifying illicit activity. This limitation led to the gradual 

integration of additional AI-driven tools, among which Natural Language Processing (NLP) 

that was designed to extract meaning from unstructured data including, new articles, regulatory 

filings, social media content, or legal documents (Flagright, 2024). NLP enhances the 

evaluative process by offering a broader, more extent view of customer behavior and potential 

third-party associations. This not only increases detection capabilities but also supports more 

informed decision-making across compliance teams.   

One particularly compelling case, as reported by the UK-based company Ripjar (2024), 

involves a Tier 1 financial institution in Hong Kong, which implemented an NLP driven adverse 

media screening solution as part of its broader customer due diligence framework. This system 

was designed to enhance the prioritization of alerts by filtering duplicates, recognizing name 
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variations, and analyzing context across multiple languages. The initiative led to a significant 

reduction in false positives and allowed the bank to identify potentially high-risk entities before 

conventional red flags were triggered.  

Other particularly relevant example is the case of Danske Bank, which, in collaboration with 

Terada, developed a fraud detection platform combining neural networks, graph analytics, and 

deep learning. This initiative led to a reported 60% reduction in false positives and a 50% 

increase in true positive case detection, significantly improving the efficiency of internal 

compliance teams (Teradata, 2020).  

What previously required lengthy manual investigation can now be addressed in real time, with 

systems capable of detecting complex patterns and uncovering relationships between entities 

operating across multiple jurisdictions. The ability to rapidly identify hidden structures often 

embedded in vast volumes of transactional data has proven particularly valuable in cross-border 

AML investigation, where traditional rule-based systems fall short. Moreover, by enabling a 

more holistic view of transactional behavior and entity relationships, graph analytics 

contributes the strategic depth of financial crime detection. In this sense, it represents more than 

just a technical innovation, it is a structural enhancement to the global AML response.  

As discussed throughout previously, the application of artificial intelligence in the financial 

sector is not based on a single solution, but rather on a set of evolving tools that are gradually 

being integrated into traditional AML frameworks. The examples provided illustrated not only 

the variety of ways in which AI can be deployed ranging from structured data analysis to the 

detection of reputational risks in unstructured sources but also the global nature of the fight 

against financial crime. From institutions in Asia to those in Europe, Africa and America, the 

increasing adoption of these technologies highlights a shared recognition that money laundering 

is a transnational challenge requiring coordinated responses.  

Although access to these tools varies among financial institutions due to economic, legal, or 

regulatory constraints, the shared goal remains to limit illicit transactions through more 

effective, data-driven systems. While AI integration into compliance processes is still in 

progress, evidence increasingly shows its potential to drive a more proactive, cooperative, and 

resilient global financial environment. Rather that replacing human expertise, AI serves a 

strategic enabler enhancing judgment, expending investigation, and strengthening the design of 

future compliance models.  

 

 

 



 27 

Limitations of AI in AML 
 

As part of the internal processes that banking institutions must address in their daily operations, 

the evaluations conducted through both internal and external audits constitute an essential 

activity to evaluate the quality of procedures and services the organisations provide. Hilpisch, 

Y. (2020) highlights the growing concern within financial institutions regarding the notion of 

“explainability”, which refers to the ability to understand and substantiate the reasoning that 

underpins risk prediction. The author explains that artificial intelligence based on deep learning 

has the capacity to learn and adapt to the specific requirements of day-to-day operations by 

continuously gathering and processing the information it receives. Nevertheless, the internal 

mechanism of these models, built upon numerous interrelated parameters, often remains 

ambiguous and difficult to interpret. As a result, they become in black box systems that are 

virtually impossible to decipher and explain, even for the experts who originally developed 

them. This lack of transparency becomes particularly evident when audits require the institution 

to justify its processes and anti-money laundering measures, a situation that can lead to 

operational delays, reduced customer satisfaction and an increased risk of false negatives 

(European Banking Authority 2021).  

Artificial intelligence, when applied across different industries, represents a relatively recent 

field that is still undergoing a process of adaptation. In the specific context of the banking sector, 

the gap created by its implementation in relation to internal audits has, to some extent, served 

as both an indicator and, control mechanism, demonstrating the extent to which this technology 

can currently be incorporated into anti-money laundering measures. In this regard, the use of 

artificial intelligence as a detection tool presents a key challenge in terms of interpreting its 

outputs, which has driven the development of decision tree models and model-agnostic 

explainability techniques such as LIME and SHAP, which aim to enhance transparency without 

compromising model performance. Local Interpretable Model-agnostic Explanations (LIME), 

works by approximating a complex model locally using simpler, interpretable models, while 

SHapley Additive exPlanations (SHAP), applies game theoretic principles to assign each 

feature a consistent contribution to the final prediction (Zafar, K., Majeed, A., Ullah, A., Shafait, 

F., & Mian, A. 2023). These methodologies make it possible to break down predictions into 

components that auditors can verify and understand. To illustrate the trade-off between 

interpretability and model performance, Zafar, Majeed, Ullah, Shafait, & Mian (2023) provides 

a helpful visual comparison of SHAP and LIME, highlighting key distinctions such as local vs. 

global explainability, computational cost, and treatment of feature interactions.  This 

comparison supports the selection of explainability techniques that strike an appropriate 

balance between accuracy and transparency an essential feature in regulatory contexts such as 

AML auditing.  
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Figure 3.  

 

 

Comparison between SHAP and LIME 
Fount Zafar, Majeed, Ullah, Shafait, & Mian (2023) 

 

Beyond model-specific explainability, there is an increasing need to adopt broader frameworks 

of algorithmic accountability. This involves immerse auditability into every phase of the AI 

lifecycle from data sourcing and model development to deployment and monitoring. 

Frameworks such as those proposed by Raji et al. (2020) advocate for end-to-end 

documentation, internal and external audits, and the development of accountability 

infrastructures that make decisions traceable and transparent. Such practices are critical in 

reinforcing trust and ensuring responsible AI use in high-stakes domains like AML.  

Another limitation emerges from the strong dependence of the AI on historical data. These 

models are typically trained using past transactions and known typologies, which cannot reflect 

the current or emerging practices of money laundering networks. Criminal behaviors are 

constantly developing, and models based on past data may have difficulties to detect new 

techniques that fall outside previously identified patterns. Additionally, when training datasets 

are biased or incomplete due to underrepresentation of certain regions, types of customers, or 

transaction channels these gaps can be internalised by the systems, potentially leading to blind 

spots in detection (FATF, 2021) (Mehrabi et al., 2021).  

Although some financial institutions report improvements on the reduction in false positives, 

such as Danske Bank, which achieved a decrease particularly through the adoption of more 

refined machine learning algorithms, others face a growing volume of alerts generated by 

increasingly sensitive systems. This alert overload, if not adequately managed, may overwhelm 
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compliance teams and reduce the overall efficiency of investigations. In such context, the 

operational burden shifts from detecting suspicious activity to filtering through excessive 

signals, risking the omission of genuinely illicit behaviour due to analyst fatigue or resource 

limitations (EY, 2021).  

Additionally, it is important to consider the unbalanced landscape of implementation. Large 

financial institutions may have the infrastructure and technical expertise required to deploy 

advanced AI systems effectively, but smaller banks or firms operating in developing economies 

often face significant barriers. These include not only the financial cost of adoption, but also 

challenges related to data availability, model governance, and regulatory readiness. As a result, 

the benefits of AI can be irregularly distributed, potentially deepening the gap between 

institutions with different levels of technological maturity (World Bank, 2022).  

Furthermore, the role of human judgment in decision-making remains critical, particularly in 

cases where ethical or contextual considerations are involved. AI systems lack the ability to 

interpret social or moral dimensions, and therefore cannot fully replace human discernment in 

complex scenarios. An overreliance on algorithmic outputs can lead to decisions that, while 

technically sound, fail to account for variations that only human experience and critical thinking 

can evaluate.  

According to The World Economic Forum (2018), artificial intelligence remains in a stage of 

integration with traditional methods, and this convergence is expected to gradually evolve 

towards greater stability, thereby enabling more effective internal processes. On the other hand, 

Hilpisch, Y. (2020), describes AI as an enabler, a facilitator that extents both human capabilities 

and the technological resources available within the industry. This enabling role, as noted by 

The World Economic Forum (2018), is closely linked to the fact that artificial intelligence is 

still in an early phase of adoption, during which its potential is progressively combined with 

existing systems.  

If artificial intelligence is the new electricity, big data is the oil that powers the generators. 

Kai-Fu Lee (2018) 

 

Ethical and Regulatory Considerations 
 

The adoption of artificial intelligence in financial institutions represent far more than a 

technological advancement, it signals s structural transformation that reshapes both internal 

processes and the way these organisations engage with their customers. Within this evolving 

landscape, AI-based systems challenge traditional ethical and regulatory frameworks. While 
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the benefits in terms of efficiency and data analysis are increasingly recognized, their 

integration is occurring within a regulatory environment that is, at best, still catching up.  

Indeed, the pace at which AI technologies advance consistently outstrips the capacity of existing 

regulatory structures to adapt. This regulatory lag raises a series of complex and pressing 

questions, particularly in high-risk sectors such as finance. Most of the current legal 

frameworks were conceived in an era when operations were either manual or followed fixed 

digital logic, and thus were never designed to address autonomous systems capable of making 

real-time, data-driven divisions. As the European Commission (2021) has pointed out, the 

absence of a harmonised legislative approach to AI has created legal uncertainty and made it 

increasingly difficult to ensure transparency, accountability, and effective oversight in these 

contexts. 

Furthermore, the World Economic Forum (2020) has emphasised that the accelerating 

development of AI is outpacing the ability of regulatory bodies to respond, warning that current 

legal systems are inadequate to deal with the complexity, opacity, and velocity with which AI 

systems operate. This mismatch between technological innovation and regulatory capacity is 

not a minor administrative issue, it has concrete implications. It slows down the responsible 

adoption of AI and increases the risk of ethical lapses and legal exposure for institutions 

attempting to innovate in good faith. In the case of financial services, where trust, integrity, and 

legal compliance are central pillars, this gap becomes especially problematic. Without timely 

and coherent regulatory reform, institutions are left navigating a fragmented and outdated 

framework, which not only creates operational uncertainty but also undermines broader efforts 

to ensure that AI is developed and deployed responsibly. 

One of the central tensions in the integration of artificial intelligence lies in its reliance on vast 

volume of personal data to train models. While such data is essential for building systems that 

are responsive and accurate, it also raises significant ethical and legal concerns. In the absence 

of robust safeguards, the processing of sensitive information can infringe upon fundamental 

rights such as privacy, particularly in jurisdiction with strong regulatory frameworks, such as 

the European Union under the General Data Protection Regulation (GDPR).  Strict jurisdiction 

like the EU, where regulatory oversight is firmly established, play a critical role in setting clear 

boundaries on how far AI systems should be allowed to access and process personal 

information. These frameworks function not only as legal safeguard but also as ethical barriers 

that definer what is socially acceptable in the context of automated decision-making. However, 

the situation is more complex in less regulated or loosely supervised jurisdictions. In such 

context, AI systems may gain unrestricted access to user data, operating without clear 

accountability or external control. This imbalance raises serious concerns about unchecked 
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surveillance, abuse of sensitive information, and the exacerbation of global data injustice in 

cross-border financial systems.  

Nonetheless, regulatory adherence alone is not sufficient to address the underlying ethical 

complexities surrounding AI systems. There is a deeper and more pressing question about the 

legitimacy of constructing intelligent systems on top of data that may be reflecting social 

imbalance.  When training datasets reflects historical inequalities or structural discrimination, 

AI models risk replicating and amplifying those same injustices. This concern is far from 

theoretical. In practice, algorithms trained on biased data can produce outcomes that 

systematically exclude ethnic minorities or socio-economically disadvantaged groups from 

accessing financial services. Such outcomes not only perpetuate inequality but also risk 

legitimizing algorithms forms of racism under the guise of objectivity (Barocas, S., Hardt, M. 

and Narayanan, A., 2019). 

Recognising this, the European Commission has explicitly warned that AI, if not properly 

regulated, may replicate historical patterns of discrimination and further marginalise already 

vulnerable groups (European Commission, 2019). In particular, its ethical guidelines and 

proposed regulation stress the need for safeguard to prevent AI from becoming a tool that 

entrenches systemic bias, especially in high-risk sectors such as finance. Therefore, the 

deployment of AI in financial services cannot be evaluated solely on its technical accuracy or 

efficiency it must also be assessed on its ability to promote fairness, inclusiveness and 

accountability.  

A parallel and equally pressing challenge arises from the lack of transparency in many AI 

systems, often referred to as “black boxes”. These models generate outcomes without providing 

a clear explanation of how decisions are reached. This opacity becomes particularly problematic 

in the context of anti-money laundering, where automated decisions can lead to serious 

consequences, including account freezes or the initiation of formal investigation. Beyond the 

disruption of services, such actions cast doubt on the legitimacy of the affected clients. A 

misclassification not only jeopardises the individual’s relationship with the institution, but also 

result in severe reputational damage, with financial and legal repercussions. Hence, the central 

issue is no longer whether AI can predict risk accurately, but whether it can do so in a manner 

that is transparent, traceable, and fair (Leslie, D. 2019) 

Regulatory divergence across jurisdictions remains a major barrier to the ethical and effective 

use of AI in financial services. Laws concerning privacy, transparency, and data usage vary 

significantly between national and regional frameworks, creating tensions that are particularly 

acute in cross-border contexts. For example, in the United States, financial institutions may 

incorporate variables such as zip codes, credit histories, or even social media activity into risk-
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scoring models (Brookings Institution, 2023). In contrast, the European Union General Data 

Protection Regulation (GDPR) imposes stricter data minimisation and purpose limitation 

requirements, potentially prohibiting the same practices if they result in indirect profiling 

(European Commission, 2021). While U.S. regulation often adopts a sector-based or self-

regulatory approach, the EU mandates formal justification, human oversight, and the right to 

explanation under Article 22. This lack of alignment means that an AI-driven decision could be 

lawful in one jurisdiction and unlawful in another. As the World Economic Forum (2019) notes, 

this inconsistency undermines legal predictability and complicates compliance across 

interconnected financial systems. Without enhanced global coordination, building AI systems 

that are universally ethical, transparent, and enforceable will remain a significant challenge.  

In response to these challenges, a range of conceptual frameworks and governance practices 

have emerged to promote a more balanced relationship between technological innovation and 

ethical responsibility. One of the most prominent is the Ethics-by-design approach, which 

advocates for an integration of core ethical values such as transparency, non-discrimination, 

and respect for fundamental rights into the early stages of systems development. Crucially, 

embedding these principles from the outset allows organisations to anticipate and prevent 

ethical risk before they materialise, rather than attempting to rectify harm after it has already 

occurred (Taofeek, A. 2025) 

On the other hand, the Human-in-the-Loop model offers a complementary safeguard, arguing 

that critical decision particularly those with legal, reputational or financial consequences must 

remain under meaningful human supervision. While AI can undoubtedly support compliance 

team by improving detection and reducing operational burdens, it cannot and should not replace 

human judgement. The capacity of experienced professionals to interpret delicate contexts, 

apply intuition, and assess significance remain essential. In this sense, human oversight is not 

a formality but necessary ethical counterbalance to the inherent limitation of algorithmic 

reasoning (Taofeek, A. 2025). 

In this context, the use of audit trails becomes essential for ensuring accountability and 

institutional transparency. By documenting each stage of an AI system’s decision-making 

process including data sources, model development, updates, and human oversight these 

traceable records enable both internal and external audits. They serve not only as a tool for 

retrospective evaluation but also as a proactive mechanism to reinforce compliance and 

minimise ethical risk. Equally relevant are regulatory sandboxes, which provide controlled 

environments where AI applications can be tested under supervisory scrutiny before full-scale 

deployment. These mechanisms allow institutions to identify flaws, correct biases, and validate 

outcomes without exposing the financial system or individual rights to undue harm. Such 
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adaptive spaces reflect a broader understanding that regulation, much like the technology it 

governs, must be capable of evolving. Given that AI systems are in continuous deployment, 

regulatory frameworks cannot remain static. Instead, there is a need for a new phase of 

governance one that balances baseline standards with flexible, forward-looking oversight 

capable of adapting to technological shifts (Taofeek, A. 2025). 

Ultimately, addressing the ethical and regulatory complexity of AI in AML requires a collective 

and inclusive approach. It is no longer sufficient for developers to meet technical specifications 

or for regulators to enforce isolated limits. Rather, ongoing collaboration between 

technologists, policymakers, civil society, and ethicists is imperative. More importantly, this 

cooperation must extent beyond national borders. Money laundering is a transnational crime 

with consequences that directly or indirectly affect entire societies. Therefore, regulatory 

responses must also be multilateral. Only through shared standards and coordinated global 

efforts can the integrity, legitimacy, and fairness of AI systems in financial surveillance be truly 

secured. Framing ethical AI within this global context not only reinforces fundamental values, 

but also positions it as a long-term strategic investment one that strengthens regulatory stability, 

institutional trust, and reputational resilience.  

 

Summary and Conclusion of the Literature Review 
 

Globalisation has acted as a key enabler in the fight against money laundering by fostering 

financial market interconnection, accelerating cross-border information exchange, and 

promoting the adoption of shared international standard (World Bank, 2022). This 

interconnectedness has allowed international bodies such as the FATF, INTERPOL, and the 

World Bank to coordinate strategies, disseminate knowledge, and provide technical assistance 

to jurisdiction with fewer resources. Nevertheless, these organisations face persistent 

challenges, including economic disparities between countries and differences in legal 

frameworks, which create operational asymmetries. Such gaps are actively exploited by 

criminal networks to move illicit funds into jurisdiction with weaker oversight (UNODC,2023). 

In addition, these entities must alight their actions with human rights and privacy regulations, 

ensuring that anti-money laundering measures are grounded in universal principles. Despite 

these complexities, the collective objective remains clear: to detect, reduce, and prevent illicit 

operations seeking to infiltrate local and global financial systems. Achieving this requires 

genuine international cooperation that transcend political, religious, or economic differences, 

prioritizing the protection of the integrity of the financial system.  
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Within this evolving landscape, AI has entered the financial sector as a disruptive force, 

reshaping processes and compliance approaches. In a context where millions of transactions 

occur daily, human capacity alone struggle to detect and intercept illicit activity with sufficient 

speed and accuracy. AI functions as a strategic enable, but its deployment must be supported 

by a full understanding of its operations, capabilities, and limitations. Key risks include biases 

embedded in historical datasets, uneven technological access among institutions, and 

explainability challenges that can undermine trust and operational effectiveness (FATF, 2021; 

European Banking Authority, 2021). Transparency and accountability in AI systems are 

therefore critical to ensuring that these tools strengthen, rather that weaken, compliance 

frameworks.  

The synergy between human and artificial capabilities offers significant potential. AI 

contributes systematic processing and scale, while human expertise brings contextual 

judgement, ethical reasoning, and adaptive decision-making. The human role extents beyond 

supervising AI outputs to actively training models, embedding institutional knowledge, and 

ensuring that decisions align with broader social and ethical standards (Taofeek, 2025). In this 

sense, society as a hole becomes the ultimate beneficiary. This study positions AI not as a 

replacement for human work but as a force multiplier expanding the capacity of financial 

institutions to anticipate risks, enhance resilience, and reinforce the global fight against money 

laundering.  
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CHAPTER 3 - METHODOLOGY 
 

This section outlines the research methodology adopted to address the central research question 

and achieve the stated objectives. It explains the rationale behind the chosen approach, the 

design of the study, and the specific methods used for data collection and analysis. The 

methodology has been developed to ensure alignment with the scope and purpose of the 

research, supporting a careful and in-depth exploration of the key challenges in AML and the 

role of AI as both an enabler and a potential threat within AML frameworks. The chapter 

methodology also reflects on alternative methodological options considered, provides the 

justification for the selected approach, and outlines the measures taken to maintain the 

credibility, dependability, and ethical integrity of the research process.  

 

Research Design 
 

The study adopts a qualitative research design, as this approach is well suited to exploring 

multifaceted issues within real-world context, such as the challenges financial institutions face 

in anti-money laundering and the role of AI within these frameworks. A qualitative approach 

enables the collection of rich, detailed accounts that can capture the nuances of professionals 

experience and institutional. Practices. structured interviews were selected as the primary 

method for gathering first-hand perspectives from professionals with direct involvement in 

compliance, risk management, or technology roles within financial institutions. This method 

provides flexibility to explore key themes while allowing participants to elaborate on issues 

most relevant to their expertise. The qualitative findings are supported by a review of relevant 

academic studies and industry reports, which helps place the participants experiences in the 

wider context of global AML regulations, technological developments, and organizational 

practices. Alternative approaches, such as quantitative surveys or mixed-methods designs, were 

considered, however, they were not selected because the qualitative approach allows for a richer 

understanding of participants perspectives capturing the human dimension of their experiences 

in a way that purely numerical data could not.  

 

Sample Selection 
 

The investigation involved seven structured interviews with banking professionals representing 

a range of departments, including compliance, risk management, treasury back office, and 
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portfolio management in foreign exchange. This diversity was intentionally selected to capture 

variations in how AI and AML are perceived and implemented across different operations 

context. The focus on departments directly involved in compliance processes and day-to-day 

risk management rather than on the technical implementation of systems. This approach 

recognizes that certain departments area classified as higher risk for money laundering by 

international regulatory bodies such as the Financial Action Task Force (FATF, 2021). For 

example, foreign exchange operations are often subject to stricter compliance measures than 

standard retail banking activities, such as account openings without foreign currency 

transactions.  

Participants had between five and over thirty-five years of experience in the financial sector, 

with ages ranging from their early thirties to mid-sixties. While the majority occupied 

management or decision-making positions, the sample also included professionals involved in 

operational processes, ensuring representation of both strategic oversight and frontline practice. 

The inclusion criteria required a minimum of five years’ experience in the financial industry, 

with preference given to individuals whose roles allowed them to contribute insights into AML 

practices from either a managerial or operational standpoint. No participants were excluded 

once the defined target profile had been established.  

This sample was considered appropriate for the research because it prioritises the operational 

and human aspects of AML practices, aligning with the study’s view that while AI can be a 

valuable tool, it cannot fully replace human judgment and expertise. The selection strategy was 

therefore directly aligned with the study’s aim to integrate practical insights into a broader 

understanding of global AML and AI challenges. Participants were accessed through 

professional networks, including contacts from previews employment and personal connections 

across different regions. This approach ensured the recruitment of individuals with relevant 

expertise and varied professional contexts, thereby enriching the depth and breadth of the data 

collected.  

 

Research Instrument 
 

Structured interviews were used as the primary research instrument in this study. The interview 

guide was designed to address the central research question by exploring operational, strategic, 

regulatory, ethical, technological, and human dimensions of AML and the role of AI within 

these frameworks. The design of the guide followed established best practices for qualitative 

interviewing in social sciences and management research, ensuring clarity, neutrality, and 

logical sequencing of topics (Kallio, H., Pietilä, A.‑M., Johnson, M. & Kangasniemi, M. 2016). 

Questions were organised to move from broad, general prompts to more specific inquiries, 
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creating a natural flow that encouraged participants to share detailed experiences before 

addressing more sensitive or technical aspects.  

The questions were derived from insights gained in the literature review, ensuring direct 

alignment with the research objectives and allowing for a balance between comparability across 

participants and the depth needed to capture individual perspectives. For instance, the recurring 

challenge of global regulatory fragmentation highlighted in previews studies (FATF, 2021; 

Basel Committee, 2017) informed one of the core questions, which seek to understand how this 

fragmentation affects the effectiveness of AML systems from the participants perspective. 

Similarly, the review of reports discussing the risks of predisposition and inequality in the use 

of AI within financial environments (Mehrabi et al., 2021) prompted the inclusion of a question 

aimed at exploring participants views on fairness and the ethical implications of AI adoption in 

AML.  

Each question was linked to one or more of the study’s objectives to ensure purposeful data 

collection: 

 

- Question 1-3 aimed to identify operational and regulatory challenges. 

- Question 4-7 explored the perceived benefits and risk of AI in AML. 

- Question 8-10 examined the ethical consideration, and potential consequences in AI in 

AML. 

-  

Data Collection 
 

Initial contact with participants was established in April 2025 via email to explain the purpose 

and scope of the research. Formal interviews sessions were then scheduled between May and 

June 2025, using virtual meeting platforms such as Zoom. This format was chosen to enable 

participation across different geographical locations while ensuring privacy for a sensitive topic 

such as AML.  

At the start of each session, the researcher introduced the study, explained the voluntary nature 

of participation, and provided assurances of confidentiality and anonymity. Explicit informed 

consent was obtained from all participants before beginning the interview. In total seven 

interviews were conducted. 

Each interview lasted approximately 45 to 60 minutes, and it contained 10 core questions, 

supplemented by follow-up prompts to clarify responses and explore emerging themes when 

relevant. While a formal pilot interview was not conducted, the guide was internally reviewed 

against academic and industry sources to ensure conceptual clarity, alignment with the research 

question, and avoidance of leading or overly complex wording. This format allowed 
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participants to share experiences and insights while maintaining a consistent structure across 

all interviews, facilitating thematic comparison in the analysis phase.  

Data Analysis 
 

The interview data were examined using thematic analysis, following the approach outlined by 

Braun, V. & Clarke, V. (2006). This method was chosen because it offered the flexibility to 

explore both themes anticipated from the literature review and new perspectives that emerged 

directly from participants experiences. It was particularly suited to this study’s aim of 

understanding the operational, human, and regulatory aspects of AML in relation to AI. 

The analysis began with several close reading of each transcript to gain familiarity with the 

content and context of each interview. During this process, I noted initial ideas and 

observations, which were then organised into preliminary codes capturing key concepts and 

recurring issues. These codes were reviewed and grouped into broader categories, forming 

themes that reflected patterns across different participants while preserving the variation of 

individual viewpoints. In developing and refining these themes, particular attention was paid to 

contextual factors such as participants years of experience, generational differences within the 

sample, and the specific roles they held in the financial industry, as these elements often shaped 

not only how they responded to the integration of AI in AML processes, but also the way they 

carried out their responsibilities, their direct interaction with core areas such as compliance, and 

the influence of their personal ethics and professional development within the institutions.  

The process was carried out manually without the use of specialist software, allowing for 

sustained engagement with the material. This hands-on-approach supported a deeper 

interpretation of the data and made it possible to integrate the interview findings with relevant 

insights from the literature review, strengthening the connections between participants 

perspectives and the broader global discussion on AML and AI.  

 

Ethical Considerations 
 

This research was conducted in accordance with the ethical guidelines of the National College 

of Ireland. All participants were provided with an informed consent form outlining the purpose 

of the research, the voluntary nature of the participation, and the measures taken to protect their 

confidentiality and anonymity. Consent was obtained in writing via email before any interview 

took place.  

To ensure anonymity, no names, place of work, institutional identifiers, or other personally 

identifiable information were recorded in the transcripts or the final report. Participants are 

referred to using generic role descriptions, such as “Compliance Officer” or “Banking 
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Professional”. Interviews were audio-recorded without video, stored securely in encrypted files, 

and will be permanently deleted upon completion of the academic evaluation process. 

Given the sensitivity of the subject matter, care was taken to frame questions in a way that 

avoided soliciting any confidential client information or breaching organizational policies. 

Some individuals declined to participate in the interviews due to the sensitive nature of AML 

related topics, and the decision was respected in full. Participants were reminded that they could 

skip any questions or withdraw from the study at any time without consequences.  

 

Limitations of Methodology 
 

While the methodology was designed to address the research question effectively, certain 

limitations specific to the AML and AI context should be acknowledged. The study was based 

on seven interviews, which, although sufficient for generating in-depth qualitative insights, 

cannot capture the full range of perspectives present across the diverse global AML landscape. 

The participants professional backgrounds, offered valuable diversity, but their viewpoints 

remain influenced by the regulatory and organisational contexts in which they operate.  

The sample did not include professionals from IT departments, a deliberate methodological 

choice to focus on operational and compliance perspective. This allowed for an exploration of 

the human and procedural aspects of AI adoption in AML, but also means the study does not 

provide direct insights into the technical development and integration of AI tools. Additionally, 

due to the sensitive nature of AML-related topics, some potential participants declined to be 

interviewed, which may have reduced the breadth of viewpoints, particularly from individuals 

working in higher-risk operational areas.  

All interviews were conducted virtually, while this format facilitates access to participants in 

different regions, it may have limited the observation of non-verbal signals that can sometimes 

provide additional context to verbal responses. Furthermore, five interviews were conducted in 

Spanish and two in English, requiring translation for the research purposes. Although care was 

taken to ensure accuracy, subtle difference in language could have affected the interpretation 

of meaning, especially when discussing technical compliance terminology or culturally specific 

understanding of AML risks.  

Despite these limitations, the chosen methodology was well suited to capturing the nuanced, 

experience-based perspectives necessary to explore the operational realities and ethical 

considerations of AI adoption within AML frameworks.  
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CHAPTER 4 – FINDING 
 
 

This section presents and analyses the findings of the study, examining how they align with, 

and in some cases differ from, the literature reviewed earlier. Rather than offering a purely 

descriptive inventory of results, the analysis identifies patterns, contrasts points of convergence 

and divergence with prior research, and provides an initial interpretation of their significance 

for the application of AI to AML.  

Within this context, the findings are organised into three interlocking thematic areas that reflect 

both the challenges and opportunities highlighted in the literature. First, operational and 

regulatory challenges remain a persistent constraint for financial institutions, which must 

navigate the complexity of the offence, fragmented legal frameworks, and continuous 

compliance pressures (Levi, M. & Reuter, P., 2006; Unger & Van der Linde, 2013). Secondly, 

the data reflect perceptions of the benefits and risks of AI within AML processes, consistent 

with KPMG (2023): while AI can strengthen detection and efficiency, its deployment raises 

concerns about model opacity, algorithmic unfairness, and data limitation, issues that condition 

its actual value unless addressed through strong internal controls and oversight. Finally, the 

findings highlight the human role, ethical considerations, and potential risks of algorithmic 

unfairness in AI adoption, which the literature frames as central to ensuring transparency, 

accountability and fairness in high-risk settings (European Commission, 2019; Barocas, S., 

Hardt, M. and Narayanan, A., 2019).  

Each section integrates the most salient evidence with an initial, theory-informed interpretation 

of its implications. A thematic analysis was conducted to identify common patterns and trends, 

as well as notable divergences across participants. The organisation into thematic blocks 

follows the categories defined in the methodology section to preserve consistency and 

interpretive clarity, beginning with an examination of the operational and regulatory challenges 

that influence the capacity of financial institutions to implement AI in AML frameworks.  

 

Operational and Regulatory Challenges 
 

The interviews conducted reveal that, by the very nature of AML, operational and regulatory 

challenges are not incidental but implicit to the process. These challenges operate at two 
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interconnected levels: internally within each financial institution, and externally as part of the 

wider financial ecosystem, both domestically and globally. Together, they set the boundaries 

and in some cases the constraints on what financial institutions can realistically achieve when 

integrating AI into their AML framework. The literature identifies a set of persistent and clearly 

defined challenges in AML, including the transition with the old systems to the new, the 

diversity of regulatory frameworks, and the operational challenges caused by limited resources 

and coordination gaps (Levi, M. & Reuter, P., 2006; Unger & Van der Linde, 2013). The 

interviews reveal these issues and illustrate their practical consequences in daily operations. 

Participants described how fragmented monitoring tools and databases disrupt workflow 

continuity, prevent AI from working with complete datasets, and slow down decision-making 

processes. They also emphasised that these challenges are not static, their impact is shaped by 

institutional culture, uneven resource allocation, and the degree of cross-departmental 

collaboration. The findings indicate that these challenges extent beyond purely regulatory or 

technological consideration, reflecting deeper organisational dynamic within individual 

institutions and systemic operational patterns across the ecosystem banking sector.  

A significant issue highlighted in the interviews was the overload of alerts combined with 

insufficient time for thorough review. Although the FATF (2021) notes that high false-positive 

rates place a substantial burden on analyst, the participants introduced a crucial operational 

perspective: the ongoing pressure to “clear the queue” of cases frequently results in expedited 

and superficial assessments. Such sustained operational strain not only compromise the quality 

of human decision-making but may also introduce unreliable examples into AI models, 

progressively dismissing their accuracy and, over time, undermining the confidence of 

compliance offices in the systems they are required to use.  

Beyond its technical implications, these persistent alerts overload also exposes weaknesses in 

the collaborative culture within financial institutions. Several participants referred to internal 

operational barriers that hinder effective collaboration. While the literature often emphasises 

technological integration, the interviews underscored that interdepartmental cooperation does 

not always flow smoothly in practice. Without coordinated efforts and a shared understanding 

of risk across units, advanced tools are at risk of being underutilised or misapplied. This 

observation reinforces Levi, M. & Reuter, P. (2006) argument that operational resilience 

depends as much on organisational culture as it does on technical infrastructure.  

Building on the earlier point about the lack of integration within internal systems, participants 

stressed that the issue is not only technical organisational: monitoring tools, client databases, 

risk-assessment platforms, and even interbank interfaces often operate in silos, preventing a 

consolidate view of information. As one interviewer observed, “each system works on its own, 
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the information exists, but you have to look in five different places to see the full picture”. This 

is consistent with prior assessment that treat poor integration as a core vulnerability (FATF, 

2021; Europol, 2021). Crucially, when AI is deployed into landscape it inherits these divisions, 

resulting in partial inputs, incomplete analyses, and weaker pattern detection thereby 

constraining model performance and slowing compliance decision-making.  

This challenge becomes even more complex in cross-border operations. Participants with 

international exposure describe regulatory divergence as a major brake on effectiveness: before 

an AI system can process multi-jurisdictional data, it often must be “translated” and adapted to 

the source country’s format and criteria. For instance, some jurisdictions record only one 

surname while others require two family names, a mismatch that can produce spurious hits on 

sanctions or watchlist without any underlying risk. This additional verification destroys 

timeliness and reduces the value of real-time monitoring. In parallel, legal constraints on cross-

border data sharing well documented in the literature (FATF, 2013; World Bank, 2018) not 

only impede investigations but also shape training data, leading to models that are over-fitted 

to specific regulatory context and less portable elsewhere (Unger & Van der Linde, 2013; World 

Bank, 2018). While several institutions view AI as a strategy for internal standardisation of risk 

assessment, the interviews suggest that absent greater regulatory harmonisation, these gains 

remain largely confined within the firm.  

Overall, the findings show that operational limitation and regulatory misalignment frame the 

environment in which AI must operate in AML. Understanding these constraints is essential 

and provides the basis for examining the potential benefits and risks that such technologies may 

bring.  

Benefits and Risks of AI in AML 
 

With these constraints in mind the interviews revealed that AI in AML is perceived through a 

dual lens: on one hand, as a tool that can significantly enhance detection and investigation 

efficiency, on the other, as a source of new risks that require close oversight. Participants 

described clear gains in speed, accuracy, and the ability to bring together large volume of 

information, but also pointed to ethical, organisational, and technical concerns when AI is relied 

on excessive or insufficiently supervised. These perceptions align with the literature’s 

recognition of AI as both an enabler and a potential threat in financial crime prevention, while 

also offering practical insight into how these dynamics play out in day-to-day AML operations.   
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Risk  

Participants warned that excessive reliance on AI can gradually erode human analytical skills. 

An observation consistent with FATF’s emphasis on the primacy of human judgement and with 

Barocas, S., Hardt, M. and Narayanan, A. (2019) concerns about decision quality in high-stakes 

settings (FATF, 2021; Barocas, S., Hardt, M. and Narayanan, A., 2019). Moreover, several 

highlighted the risk of “blind automation”; systems operating without sustained human-in-the-

loop oversight (Taofeek, 2025), which encourage closed decision environments and amplifies 

bias. This is consistent with the European Banking Authority’s warning on black-box models 

complex systems whose inner working are unclear even to developers and often require 

auxiliary tools to understand it, underscoring that, without human supervision, AI in AML can 

introduce material risk, as one interviewee put it, “there are processes where the system decide, 

but we cannot explain how it reached that conclusion”. Another added, “the tool may be very 

accurate, but if we do not understand the logic behind it, we cannot fully trust results.” In 

practice, such opacity not only limits accountability but also opens the door to uses beyond the 

original intent, as the European Commission (2019) mentioned.  

 

Benefits  

Among the benefits most frequently cited by participants was AI’s ability to access and analyse 

large volumes of information in very short timeframes, including from open-source data, and 

to produce compilations, comparisons, and concise summaries that support investigation. As 

one interviewee described, “analysis of open-source information on the web in seconds, 

instants comparative data compilation, and the creation of relevant summaries and graphics.” 

This reflects FATF’s (2021), observations on the speed and precision such technology can 

offer. Several participants also reported improvements in investigate effectiveness and in 

detecting unusual operations, particularly when alerts were aligned with specific regulatory 

requirements. One noted, “detect unusual operations and suspicious transaction more 

promptly and accurately, raising alerts in line with laws and regulatory bodies.” Others 

emphasised AI’s role prioritising operations with higher probability of non-compliance, 

enabling teams to focus resources on the most critical cases, an approach consistent with 

KPMG’s (2023) findings on optimising AML workflows. On AI’s capacity to keep pace with 

complex transnational laundering schemes, opinions were divided: some highlighted 

adaptability and predictive capability, while others cautioned that it still requires constant 

updates and cannot substitute human judgment. As one participant mentioned. “AI can 

anticipate, but it does not understand the context like a person does.” This perspective aligns 
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with literature framing AI as an enabler rather than a complete replacement for human 

supervision in AML (FATF, 2021; Hilpisch, Y., 2020). 

Overall, the evidence suggests that while AI offers a clear gain in efficiency and precision 

within AML, its real value depends on sustained human management and strong regulatory and 

organisational safeguards. This sets the stage for examining the human role, ethical 

responsibilities, and the risk of algorithmic imbalances in high-stakes financial decision-

making.  

 

Ethical Safeguards, Fairness and the Future of Human–AI 

Collaboration in AML 
 

In AML, the integration of AI is not solely a technological shift but a human and ethical one. 

The interviews show that fairness, transparency, and accountability are experienced as practical 

challenges with direct consequences for trust in automated systems. Participants emphasised 

the need for clear safeguards, the prevention of structural inequities, and a well-defined balance 

between human judgement and machine capability. These perceptions not only align with 

international principles but also highlight operational realities what will shape the next stage of 

human-AI collaboration in terms of AML.  

Ethical risks and fairness 

Interviews indicate that fairness concerns appear not only from model quality but also from 

internal choices within institutions. Participants pointed to three drivers: reliance on historical 

data - “the system detect a new patter until it looks like something it has seen before”- which 

delays recognition of emerging typologies (FATF, 2021; Mehrabi et al., 2021), design errors 

that misclassify legitimate activity, as one mentioned “it can flag a legitimate transaction as 

suspicious just because it resembles a previews case”. Echoing concerns on representativeness 

and discrimination (Barocas, S., Hardt, M. and Narayanan, A., 2019; European Commission, 

2019), and organisational decision that prioritise AI spend over analyst training. Notably, this 

last point extents the literature: while prior work often focuses on disparities between 

institutions (World Bank, 2022), interviewees emphasised inequities within a single firm when 

teams lack the skills to challenge model outputs. The result is a higher risk of uneven or 

discriminatory risk assessment. Thus, the evidence partly aligns with the literature’s principles 

on fairness and transparency, but it also surfaces operational dynamics budget trade-offs and 

capability gaps that determine whether those principles hold in practice.  
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Participants also identified what they saw as essential conditions for the responsible use of AI 

in AML: specialised training for those operating the systems, clear rule on data confidentiality, 

ethical codes with explicit limits on automated actions, and, notably, a unified global 

framework requiring transparency in the criteria used by each model. These points align with 

the principles set out by the European Commission (2019) and FATF (2021) on transparency, 

accountability, and governance, yet go further by framing the lack of an enforceable global 

standard as an operational gap that directly affects day-to-day AML work.  

Interviewees often envisioned a gradual shift towards what several described as a “50-50” 

balance, in which AI speeds up risk prioritisation and detection while the final authority remains 

with human analysts. Ongoing training was seen as essential to sustain this balance, ensuring 

teams can both leverage critically evaluate automated outputs. Some participants also pointed 

to the value of closer cooperations between regulators and industry not only to harmonise 

technical standard but to immerse ethical considerations directly into the design and 

deployment of AI tools. This forward-looking perspective closes the discussion on fairness and 

safeguards, highlighting that the future of AML will depend as much on collaborative 

governance as on technological capability.   
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CHAPTER 5 - DISCUSSION 

 

The discussion chapter builds on the previous analysis by moving from describing the results 

to interpreting what they mean in a broader context. It considers how the findings align with or 

diverge from existing research, and what they reveal about the realities of integrating AI into 

AML beyond its technical capabilities. It also reflects on what these findings imply for daily 

practice, long-term strategy, and international coordination, connecting the lived experiences 

of AML professionals with the wider policy and governance debates.  

The findings of this study confirm that, while operational and regulatory barriers described by 

Levi, M. & Reuter, P. (2006), Unger & Van der Linde (2013) and the FATF (2021) remain a 

significant challenge, the persistence of these barriers shows that technological tools alone 

cannot fully address structural inefficiencies or inconsistent enforcement. The real strength 

behind effective anti-money laundering measures lies not only in technology or regulations, but 

in the people who operate the system. The literature acknowledges the role of compliance 

officer (Buchalter, 2022) and the value of training, yet often treats these as supporting elements 

to technical and regulatory processes. The interviews suggest otherwise: skilled and well-

supported staff are not simply an accessory to the system; they are the main driver of whether 

AI is applied successfully in AML. Organisational culture acts as a complementary force that 

enables them to work with consistency, collaboration, and purpose, shaping how rules are 

applied, how technology is integrated, and how emerging risk are addressed.  

Financial institutions, in this sense resemble a living organism. The people working within them 

are the heart that drives commitment, cooperation, and constant scrutiny, regulations are the 

veins that channel this flow within a safe framework, and the information moving through AML 

processes is the blood that sustains the systems. AI, in this analogy, acts as a pacemaker; it can 

optimise rhythm, detect irregularities, and improve data circulation, but its impact depends on 

a strong heart and clear veins. While much of the reviewed literature-including the sources 

examined in this study-focuses primarily on AI’s technical capabilities-such as reducing false 

positives or speeding up analysis- this research highlights that without a strong “human core,” 

those capabilities will not deliver their full potential. This reflects a gap in existing studies, 

where the human and cultural dimensions of AML work are often underexplored.  

The interviews show that the value and performance of AI in AML are not universal. Its 

effectiveness depends largely on context: available infrastructure, data quality, regulatory 

frameworks, and-above all- the ability of people to adapt and apply judgement. This aligns with 

FATF (2013) and the World Bank (2018), which note that developing economies face heavier 

regulatory and operational burdens, and with Unger & Van der Linde (2013), who highlight 
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how regulatory fragmentation limits cross-border effectiveness. Participants, however, added 

that this variability is not always a disadvantage, in some cases, it can encourage creative 

problem-solving and more adaptable solutions than those found in rigidly standardised systems. 

Participants acknowledged that the global financial system understands achieving full 

standardisation across jurisdictions is unrealistic, difference in capacity, priorities, and 

resources mean that complete alignment is either a very long-term goal or one that may never 

be fully realised. Yet, despite these limitation, international bodies continue to push for greater 

harmonisation, recognising that even partial progress can improve cooperation and detection. 

Financial institutions do not operate in identical environments, alongside meeting regulatory 

requirements, they are also competitive businesses. This does not mean opening the door to 

illicit activity, but rather that, even within regulatory boundaries, they seek to differentiate 

themselves and find competitive advantages. Such flexibility allows them to adapt processes to 

their operational realities. In lower-resource contexts, participants described this adaptability as 

“a matter of survival,” enabling institutions to sustain AML effectiveness by tailoring methods 

to local realities instead of depending entirely on a one-size-fits-all technological approach. For 

instance, participants cited examples from smaller banks operating in developing economies, 

manual review layers or hybrid systems combining basic automation with human-led 

verification often perform better than importing complex AI platforms designed for high-

resource environments.  

The findings also reveal significant tensions when the balance between human oversight and 

technological capability is not well managed. Several participants described cases of “blind 

automation”, where excessive reliance on AI outputs replaced critical analysis. This approach 

can amplify existing biases in the data and, over time, erode the analytical skills of staff. As 

noted in the interviews, when analysts stop questioning the results and simply validate them 

mechanically, the ability to detect new patterns or inconsistencies outside the trained models is 

lost. This aligns concerns raised by Barocas, S., Hardt, M. and Narayanan, A. (2019) that over-

automation can give a false sense of objectivity, masking bias and weakening the system’s 

ability to adapt to unfamiliar threats.  

A central aspect of this tension is the opacity of complex black box systems used in some AI 

applications. This aligns with Hilpisch, Y. (2020) discussion of explainability, understood as 

the ability to explain and justify a model’s decisions. In the context of AML, where-as 

highlighted in the literature-the financial sector plays a central role, operating in practice much 

like a for of financial law enforcement with the responsibility to detect, prevent, and report 

illicit activity, the lack of explainability poses a significant reputational risk. Institutions 

therefore face an additional challenge: introducing new technologies that enhance efficiency 

without encouraging blind trust in them. As reflected in several interviews, there is a need to 
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communicate to actively remind staff that a powerful tool still requires their own judgement. 

Striking that balance, especially under constant pressure to process alerts quickly, can be a 

difficult balance to achieve in practice. Although the concept of regulatory sandboxes 

mentioned by Taofeek, A. (2025) was not explicitly referenced by most of the participants, the 

importance they placed on being able to review and challenge AI-generated alerts points in a 

similar direction. Having clear accessible records of how an alert was triggered was seen as 

essential for maintaining both trust and accountability in the process, echoing the role that 

sandboxes and other controlled testing environments can play in refining AI tools before full 

deployment. 

Beyond its technical impact, integrating AI into AML processes brings ethical and strategic 

questions that go well beyond operational efficiency. As the European Commission (2019) 

notes, the way this technology is designed, implemented, and monitored will shape not only its 

detection capabilities but also public perception of fairness and the legitimacy of the financial 

system. If AI is seen as biased, opaque, or applied inconsistently, it can undermine public trust 

and weaken the sector’s role in safeguarding financial integrity, a concern also raised by the 

FATF (2021). Many of the points raised in interviews align with the principles of “Ethics-by-

design”-building ethical safeguards into AI from the start-and “human-in-the-loop”-where 

human review is a formal, ongoing part of the workflow. Rooting these into institutional 

practice could help ensure the balanced oversight participants felt was essential. Participants 

also pointed to earlier technology rollouts in other compliance areas where poor 

communications and unclear lines of responsibility caused trust issues among both staff and 

customer, showing that these risks are not theoretical.  

Avoiding these risks requires a shared commitment from financial institutions, regulators, and 

international bodies to ensure that innovation does not unintentionally create new forms of 

exclusion or inequality. The World Bank (2018) warns that the absence of coherent global 

frameworks leads to fragmented adoption and persistent disparities. This study’s findings 

confirm that such gaps are visible in everyday AML operations, particularly in cross-border 

cooperations within institutions operating under resource constraints. For practitioners, AI 

should not be valued solely for its speed or efficiency, but for its potential to strengthen 

cooperation and transparency both within institutions and across borders. Only a small number 

of participants explicitly linked AML measures to broader social outcomes, such as preventing 

the financing of human trafficking, drug trade, or systemic corruption. However, this 

perspective highlights an important point: AML is not solely about stopping illicit funds from 

entering the financial ecosystem, but also about reducing the social harms these funds enable. 

NASDAQ (2024) reports that the financial flows generated by these crimes reach staggering 

levels globally, underscoring the scale of the challenge and the potential impact of effective 
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AML measures. Embedding this awareness into compliance culture could strengthen both the 

ethical foundation and the operational commitment to AML objectives.  

This approach, placing ethics and governance on an equal footing with innovation, offers a 

pathway for the responsible use of AI in AML. As this study suggest, its future will depend not 

only on technical progress but on the commitment of all stakeholders to balance efficiency, 

equity, and trust, ensuring that technology strengthens, rather than undermines, the integrity of 

the global financial system. As one interviewee observed, “The bank is by nature, a planning-

oriented institution with strategic outlook, and this philosophy will be no exception in the case 

of AI. Its integration will be gradual, with careful evaluation of how it aligns with the bank’s 

operational needs and of course, with, AML regulations.” This step-by-step approach captures 

the broader conclusion emerging from this study: AI in AML will only reach its full potential 

when technological innovation, human judgement, and ethically grounded oversight are 

developed together, each reinforcing the others rather than competing for priority.  

 

“Technology is neither good nor bad, but humans make it so” 

(Kranzberg, 1986). 
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CHAPTER 6 – CONCLUSION 

 

This study has addressed the central research question concerning the key challenges faced by 

financial institutions in the global fight against money laundering, and the extent to which 

artificial intelligence can operate both as an enabler and a potential threat to strengthening 

prevention frameworks.  

The findings confirm that operational and regulatory challenges are structural rather than 

incidental. Fragmented legal frameworks, limited international cooperation, alert overload, and 

the lack of system integration continue to constrain the effectiveness of anti-money laundering 

measures even in well-resourced institutions. These barriers, already identified in the literature 

(Levi & Reuter, 2006; FATF, 2021; World Bank, 2018), were validated and expanded in 

practice: the daily pressure on compliance teams, internal frictions between departments, and 

disparities in institutional capacity across jurisdictions indicate that these obstacles cannot be 

resolved through technology alone. The interviews also underscored that these issues are 

embedded within organisational cultures, influencing how tools are used, how risk is 

prioritised, and how collaboration is fostered or hindered.  

Within this context, AI emerges as a powerful enabler with significant potential to optimise 

detection, prioritise risks, and reduce false positives. Machine learning models, natural 

language processing, and network analytics have demonstrated measurable benefits, such as 

improved identification of suspicious patterns and more effective alert prioritisation (Ripjar, 

2024). However, its actual impact depends on factors that extent beyond the technical domain: 

the quality and representativeness of the data, the ability to audit and explain algorithmic 

decisions, and the integration of these tools into an organisational culture that values human 

oversight. The most tangible benefits are realised when AI complements, rather that replaces, 

professional expertise, reinforcing the ability to respond to complex and adaptive criminal 

typologies that evolve rapidly in the global financial system.  

At the same time, the research shows that AI can become a source of risk if implemented 

without adequate safeguards. The opacity of certain models, an excessive dependence on 

historical data that may fail to capture emerging laundering methods, and unequal access to the 

technological infrastructure needed for deployment can amplify biases, create a false sense of 

security, and-at worst-undermine both internal and external confidence in prevention systems. 

These risks are not merely theoretical, evidence from the interviews shows that when automated 

decision are left unchallenged, operational accuracy and institutional legitimacy can be 
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compromised, echoing the caution raised in earlier studies on “black box” models and 

algorithmic accountability (Hilpisch, 2020; Barocas, Hardt & Narayanan, 2019).  

Regarding the literature, important gaps were identified. While numerous studies document the 

technical advantages of AI in AML (FATF, 2021), aspects such as organisational culture, 

internal collaboration dynamics, and the ethical implications of AI adoption were not a central 

focus on this research. Although these elements emerged as relevant from the interviews, their 

in—depth examination would require future studies designed to address them explicitly and 

systematically. Furthermore, the scope of the interviews and the qualitative nature of the sample 

mean that the result should be interpreted with caution and not generalised without additional 

research to broaden the evidence base, ideally through comparative studies across jurisdictions 

and institutional types.  

In sum, the hypothesis is only partially confirmed: AI has the potential to be a key enabler for 

strengthening AML frameworks, but its contributions is contingent upon the robustness of the 

human, regulatory, and ethical environment into which it is introduced. Equally, it can become 

a threat if deployed without transparency, critical oversight, and regulatory frameworks that 

evolve alongside technological change. The evidence suggests that the most resilient AML 

strategies will be those that integrate AI into a human-led decision-making process, ensuring 

that technology amplifies, rather than decline, ethical responsibility and contextual judgement.  

Personal Reflections on the Study 

When I began this research, I expected to show how AI could be embedded into banking 

institutions as a fully fortified and almost impenetrable defence against money laundering-one 

that might relieve human teams of the risk of error in detecting illicit operations. Early in the 

study, the definition of money laundering put forward by the Bank for International Settlements 

stood out to me. It did not just describe the process itself, but highlighted the human factor as 

central to prevention. Initially, I envisioned this project would chart the beginning of a complete 

integration of AI into AML measures, supported by promising results in the literature that 

confirmed the strong performance and tangible gains from such technologies.  

However, as the research progressed, my perspective shifted. AI in AML is not solely about 

efficiency or speed-it is fundamentally about the people who operate these systems. The 

technology can be trained, it does not tire, and it can process volumes of information beyond 

any human capacity. Yet, despite these advantages, human judgement, creativity, and intuition  

remain irreplaceable. The professionals in AML teams are not simply end users, they are the 



 52 

ones who guide, challenge, and shape the technology to ensure it align with ethical, regulatory, 

and operational realities.  

There is no doubt that banks will face increasingly complex AML challenges in the years ahead. 

Beyond any technical advantages, the real test will be ensuring that AI remains a facilitator 

rather than a substitute. Based on the evidence gathered in this research, I conclude that AI’s 

role in AML frameworks is best understood as a powerful ally rather than an inevitable threat-

its potential to enhance detection and strengthen prevention measures is significant, but its 

success will always depend on the people who design, guide, and oversee its use. This balance 

between technological capability and human judgement is, in my view, the decisive factor in 

determining whether AI ultimately strengthens or undermines the integrity of AML efforts.  

Final Closing Statement 

The future of the fight against money laundering will nor rest solely on the sophistication of 

tools, but on the collective capacity-across institutions, regulators, and international bodies-to 

balance innovation, within a framework of fairness, transparency, and accountability. Only by 

aligning these principles can AI serve as a force that strengthens, rather than undermines, the 

integrity of the global financial ecosystem. In the end its resilience will be defined not by its 

most advanced capabilities, but by its ability to protect the most vulnerable points in the chain, 

ensuring that no link is left exposed to those who seek to exploit it. 
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