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1 Introduction 
This manual provides a comprehensive guide for implementing fraud detection systems using 

machine learning models and federated learning techniques on Google Colab with GPU 

acceleration. It includes environment setup, exploratory data analysis (EDA), preprocessing, 

model building, evaluation, and federated learning with differential privacy for secure 

distributed training. 

 

2 System Configuration 

2.1 Hardware Specifications 

Component Specification 

Operating System Google Colab Environment 

GPU NVIDIA Tesla T4 or P100 

RAM 12 GB 

Disk Space 100 GB (Colab Environment) 

 

2.2 Software Specifications 

Software Specification 

Programming 

Language 
Python 3.9 

Libraries 
Pandas, Numpy, Scikit-learn, Imbalanced-learn, Matplotlib, Seaborn, 

PyTorch 

IDE/Tools Google Colab 

Dataset Formats CSV 

 

3 Environment Setup 

3.1 Google Colab Setup 

1. Accessing Colab: 
o Open Google Colab in your browser. 

o Ensure you are logged in to your Google account. 

2. Enable GPU Acceleration: 

o Navigate to Runtime > Change Runtime Type. 

o Select Hardware Accelerator as GPU and save. 

3. Mount Google Drive: 

o Mount Google Drive to access datasets: 
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4. Install Required Libraries: 

o Install libraries using pip 

3.2 Dataset Preparation 

 Dataset 1: creditcard.csv (Credit card fraud detection) 

(https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud) 

 Dataset 2: PS_20174392719_1491204439457_log.csv (Synthetic Financial Datasets 

For Fraud Detection). (https://www.kaggle.com/datasets/ealaxi/paysim1) 

 Upload these datasets to Google Drive and provide their file paths in the Colab 

notebook. 

4 Implementation 

4.1 Exploratory Data Analysis (EDA) 

1. Dataset Inspection: 

o Load and display dataset structure: 

 

Figure 1: creditcard dataset loading 

 

Figure 2: synthetic dataset loading 

 

Figure 3: for displaying information 

 

https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
https://www.kaggle.com/datasets/ealaxi/paysim1
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Figure 4: Display summary statistics 

2. Visualize Target Variable: 

 

Figure 5: Distribution of Target variable of creditcard data 

 

Figure 6: Distribution of Target variable of synthetic financial data 

3. Feature Analysis: 

o Visualize key features: 
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Figure 7: Feature Distribution of creditcard data 

 

Figure 8: Feature Distribution of synthetic financial data 

4.2 Data Preprocessing 

1. Feature Scaling: 

o Standardize numerical features for both datasets: 

 

Figure 9:  Feature Scaling of creditcard data 

 

Figure 10: Feature Scaling of synthetic financial data 

2. Encode Categorical Features: 

o Encode transaction types in the synthetic financial dataset: 

 

Figure 11: Encoding of categorical features of synthetic data 

3. Address Class Imbalance: 

o Use SMOTE for oversampling in both datasets: 
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Figure 12: Class imbalance for both datasets 

4.3 Model Training and Evaluation 

1. Machine Learning Models: 

o Train models on both datasets: 

 

Figure 13: Models trained 

2. Evaluation Metrics: 

o Compute metrics (Accuracy, Precision, Recall, F1 Score, ROC-AUC): 

 

Figure 14: Evaluation Metrics 

3. Feature Importance: 

o Visualize feature importance for Random Forest: 
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Figure 15: Feature Importance 

4.4 Federated Learning 

1. Define Neural Network: 

o Implement a simple fraud detection model: 

 

Figure 16: Neural Network 

2. Federated Training with Differential Privacy: 

o Train client models with privacy-preserving techniques: 
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Figure 17: Federated Training with Differential Privacy 

3. Federated Averaging: 

o Aggregate client models: 

 

Figure 18: Aggregrate client models 

4. Model Evaluation: 

o Test the global model: 

 

Figure 19: model evaluation 
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