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1. Introduction 

 

This configuration guide details the experiment setup and results of this study on fake news 

identification by a dual Optical Character Recognition (OCR) and multimodal deep learning 

framework. The system incorporates text and image analysis in the detection of fake news with high 

precision through state-of-the art OCR, BERT based transformer and CNN-based ResNet models. 

This document has all details about the packages and software used, coupled with all configurations 

required that ensures this system provides experimental environment thereby similar results. 
 

 

2. Deployment Environment 

 

The data for this project is collected from Roboflow website. 

 

Hardware Specification: 

• Processor: Intel i5 3.60 GHz or equivalent 

• RAM: 8.0 GB or higher 

• GPU – NIVIDA RTX 3050 or equivalent (recommended for faster training of deep learning 

models). 

This above-mentioned Hardware Specs based Local System was used to create the 

environment, to re-run the setup it is not necessary to have the same specification to re-create 

the environment, but it’s preferred to have these specs so that the model training can be done 

more precise and less time complexity. 

 

2.1  Software Specification 

2.1.1 Operating System: Windows 10/11 or Ubuntu 20.04+ 

2.1.2 Programming Language: Python version 3.1



2 
 

 
2.1.3 Integrated Development Environment (IDE): Google Colab for 

coding and running the models.  

 

2.1.4 If you are running this from the local machine, please ensure to 

change the path, You can find this folder in the downloaded 

Dataset 

 

2.2 Python Libraries Required 

Figure 2 shows the list of the necessary Python Libraries required for the 

execution of the code. This mentioned python libraries can be installed using 

the pip command. 

 

• Torch (torchvision) 

• Pandas 

• Scikit-learn 

• Matplotlib 

• Seaborn 

• Numpy 

• Keras 

• Transformers 
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Figure 1: Libraries Imported 

 

 

3. Data Source 

 

The dataset for this project is sourced from Roboflow's Fake News Image Classifier 

Dataset. This dataset contains images labelled as "real" or "fake," providing the basis for 

both text and image analysis. 

 

• Dataset Structure: 

• Images: Labeled image files for real and fake news. 

• Labels: Metadata or annotations indicating the real/fake classification. 

 

• Data Splitting: 

Divide the dataset as follows: 

• Training Set: 88% of the total dataset for training models. 

• Validation Set: 8% for fine-tuning hyperparameters. 

• Test Set: 4% for evaluating model performance. 

 

• Data Augmentation Techniques: 

Augment images to improve model robustness: 

• Rotate within the plane. 

• Adjust saturation and exposure. 

• Apply random crops. 

• Resize images to 224 × 224 pixels. 

• Pre-processing Text Data from Images: 

Use Optical Character Recognition (OCR) to extract textual content from images. 

Process the extracted text to prepare it for tokenization and model training. 

 

Apply data augmentation techniques such as: 

• Image rotation 

• Saturation and exposure adjustment 

• Random cropping 

• Resizing images to 224 × 224 pixels 

 

 

4. Project Code Files 

 

https://universe.roboflow.com/carlo-almeda/fake-news-image-classifier/dataset/1
https://universe.roboflow.com/carlo-almeda/fake-news-image-classifier/dataset/1
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• Data Pre-processing: Handles data augmentation, resizing, and OCR-based text 

extraction. 

• Text Analysis: Prepares text data using BERT-base-uncased tokenizer and fine-tunes 

a BERT transformer model. 

• Image Analysis: Implements ResNet-18 for image classification. 

• Multimodal Integration: Combines text and image predictions for final fake news 

classification. 

 

5. Data Preparation 

 

5.1 Extracting Data 

Loading the datasets from file uploaded: 

 

 
Figure 2: Loading the datasets 

 

 
Figure 3: Importing test image for text extraction in OCR 

 

5.2 Data Pre-processing 

• Handling Missing Values: Impute missing data using mean/median or interpolate. 

• Data Separation: separating the data variables. 

• This format is repeated for every model building code as well as EDA. 

 

 
Figure 4: To apply transformation 
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Figure 5: Applying transformation on image 

 

6. Model Building 

 

Image Analysis- Resnet Model: 

 

 
Figure 6: Model training code snippet for resnet 
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OCR & Tokenizer: 

 

 
Figure 7: OCR model with tokenizer and text with labels extraction 

 

Models trained and used: 

 

• Text analysis transformer- BERT transformer 

• Image analysis- Resnet-18 
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Figure 8: Tokenization and Text Classification 

 

 

7.3 Evaluation 

Metrics Calculated: 

1. Accuracy 

2. F1 Score 

3. Precision 

4. Recall 
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Figure 9: Results for Resnet 

 

 

7. Results and Visualizations 

 

•  Text Analysis: 

BERT achieved a test accuracy of 95.12% and an F1-score of 95.12%. 

•  Image Analysis: 

ResNet-18 achieved a test accuracy of 97.56% and an F1-score of 97.56%. 

•  Overall: 

The multimodal system effectively integrates text and image predictions, achieving 

robust results in fake news detection. 
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Figure 10: Training validation accuracy, loss, precision, recall for OCR 
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Figure 11: Resulting visualization for Training and validation loss, accuracy, precision, recall and f1 

score (Resnet model) 

 

 


