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Configuration Manual for Advancing Biomedical 

Image Segmentation of Lower-Grade Gliomas 

using Transfer Learning 

Yaswanth Vanapalli 
Student ID: X23196718 

 

 

1. Introduction 
This configuration manual provides detailed instructions for setting up and running the model 

used in the research titled "Advancing Biomedical Image Segmentation of Lower-Grade 

Gliomas using Transfer Learning" using the Swin Transformer model for tumor segmentation 

in MRI images of lower-grade gliomas (LGGs). 

 

The manual includes software requirements, hardware configurations, and step-by-step 

guidance on how to prepare the environment, dataset, and model for training, validation, and 

testing. 

 

2. Prerequisites 
Before you start, make sure you have the following: 

 

2.1. Hardware Requirements 

 GPU: A machine with at least one NVIDIA GPU (e.g., GTX 1080 or better) is highly 

recommended for training deep learning models. 

 RAM: Minimum 16 GB RAM. 

 Storage: SSD with at least 50 GB of free space for storing datasets and models. 

 

2.2. Software Requirements 

 Operating System: Linux (Ubuntu 18.04 or later), Windows (with WSL2), or macOS. 

 Python: Version 3.8 or later. 

 CUDA and cuDNN: For GPU acceleration (Optional, but recommended for faster training). 

 Libraries and Frameworks: 

 TensorFlow or PyTorch (depending on which framework is used for implementation) 

 transformers library (from Hugging Face, for using transformer models) 

 scikit-learn 

 matplotlib, seaborn (for plotting and visualization) 

 opencv-python, Pillow (for image processing) 

 SimpleITK, nibabel (for handling medical imaging formats like MRI scans) 

 

 

3. Dataset Configuration 

 

 
3.1. Dataset Overview 
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The dataset used for training and evaluation in this project is the LGG-MRI dataset, which 

consists of MRI scans of patients with lower-grade gliomas along with their corresponding 

tumor masks. 

 Format: TIFF images and binary segmentation masks. 

 Size: 256x256 pixel images. 

 

3.2. Dataset Setup 

Download the Dataset: 

 The dataset can be downloaded from Kaggle or other public repositories. 

 

 

 Make sure the images and masks are organized in directories as follows: 

 

 

 

 

 

Data Preprocessing: 
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 Resize images to a consistent size (e.g., 256x256 pixels). 

 

 

 Normalize pixel values (e.g., scale between 0 and 1). 

 

 

 Split the dataset into training (70%), validation (15%), and test (15%) sets. 
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 Apply data augmentation (e.g., random rotations, zooming, flipping) to increase the 

diversity of the training set. 

 

 

 

 

 

 

 

4. Defining the Segmentation Model for Lower-Grade Glioma 

Segmentation through Transfer Learning 

4.1. Load Pretrained Swin Transformer 

The Swin Transformer model is available in the transformers library by Hugging Face. You 

can use a pretrained Swin Transformer model fine-tuned for image segmentation tasks. 

 

4.2. Model Customization 
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To use the pretrained Swin Transformer for segmentation, modify the model architecture to 

include a final convolutional layer for pixel-wise classification: 

 

4.3. Freezing Layers for Transfer Learning 

Fine-tune only the later layers to adapt the model for medical imaging tasks: 

 

 

 

5. Training Configuration for Segmentation Model 

5.1. Hyperparameters 

Adjust the following hyperparameters based on your system and dataset: 

 

 Learning Rate: 0.001 (for Adam optimizer) 

 Epochs: 10 (adjust based on convergence) 

 Optimizer: Adam 
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 Loss Function: Binary Cross-Entropy for segmentation 
 

 

 

6. Evaluation Configuration 
6.1. Segmentation Metrics 

Evaluate the model using metrics like IoU, Dice Similarity Coefficient (DSC), and Confusion 

Matrix: 
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Conclusion 
This manual provides the necessary steps to configure and run the segmentation model for 

lower-grade gliomas using a Swin Transformer-based architecture with transfer learning. By 

following this guide, users can replicate the results of this study or adapt the approach for their 

own medical imaging tasks. 

 

References 
Python: https://www.python.org 

Dataset  Source:  https://www.kaggle.com/datasets/mateuszbuda/lgg-mri-segmentation 
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https://www.kaggle.com/datasets/mateuszbuda/lgg-mri-segmentation
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