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1 Introduction 
 

This configuration guide can be used to run the code developed for this study. The statement 

generically implies that the code will run flawlessly and without hitches when the instructions 

in it are executed sequentially. Minimum specifications and other requirements for code 

execution and the hardware needs for it are also presented in the document. Implementing 

these suggestions will enhance reproduction of all project results and promote more 

complicated study in the future. 

 

2 System Specification 
 

2.1 Hardware Configuration  

Below are the required system specifications to execute the code: 

  Processor: Intel Core i7 

  System Memory: 1TB SSD Hard Disk 

  RAM: 16GB  

2.2 Software Comfiguration 

 The software requirements are discussed below:  

 Windows Edition: Windows 11  

 Integrated Development Environment: Jupyter Notebook  

 Scripting Language: Python 3 + 

  Storage: Local System Storage 

 

3 Python Libraries 
 

The "pip install Library_Name" command is used to install the Python libraries in the Jupyter 

Notebook environment.  

Below are the libraries used for thesis implementation: 

 

Numpy: For the arithmetic operation and for the array and matrix manipulations and 

mathematical functions like square root, mean etc. 

 

Pandas: For input/output of datasets as well as for missing observations and other initial steps 

in data preparation. 

 

Matplotlib.pyplot: A plotting package on which plots like the scatter plot or the line plot 

needs to be performed to compare actuals with the predicted values. 
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Seaborn: A statistical visualization library that is employed for plotting specialized kinds of 

charts such as heat maps to analyze correlation coefficients. 

 

Scikit-learn: Provides tools for machine learning, including: 

 LabelEncoder which has been used for encoding the labels for features like 

‘Survived’, ‘Sex’ and ‘Embarked’. 

 StandardScaler for scaling the features. 

 Basic linear models regression and include Linear regression, decision trees, Random 

forest, and even Neural networks. 

 Some of the measurements that can be used for assessment in the current model 

include, mean_squared_error and r2_score. 

 

Xgboost: A gradient boosting library which is lightweight and optimized for both speed and 

performance training of the XGBoost Regressor model. 

 

Catboost: A library to perform gradient boosting for categorical features used in training of 

Catboost Regressor. 

 

Keras : machine learning API written in python(compatible with tensorflow) Applied when 

you need to develop deep learning models such as LSTM Neural Networks, when working 

with sequential data. 

 

Yahoo Finance: To download the option data for analysis  

 

4 Project Development 
 

Code is ready to run after the necessary Python libraries have been installed.  

 

4.1 Data Extraction 
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Data has been taken from Yahoo Finance for analysis using the code snippet above. 

 

Below figure shows the extracted dataframes head 

 

 
 

4.2 Data preprocessing 

 

Handling Missing Values: The dataset is identified for missing values and addressed. 

 

Removing Duplicates: It will remove duplicate rows and leaves only unique rows. 

 

Feature Scaling and Normalization: To make all numeric features of same order of 

magnitude, each such feature is scaled with Min-Max scaling or StandardScaler etc. so that 

model convergence is improved during training. 
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Feature Engineering: Variables are created from the dataset to increase the dataset’s 

predictive power. For example: Introducing a "Type" variable to tell the difference between 0 

for call and 1 for put options. 

 

Handling Multicollinearity: To avoid high redundancies, bid and ask are dropped and to 

detect multicollinear features, Variance Inflation Factor (VIF) is calculated. 

 

Data Splitting: E.g. 80 - 20 split dataset on which the model is tested on unseen data. 

 

Validation Checks: In order to make sure that the model is generally good, across any other 

subset of data, you employ cross-validation techniques. 

 

Final Dataset Preparation: Data is saved in clean processed format that ready for modeling, 

with no errors or inconsistencies in the final dataset. 

4.3 Data Visualization 

 

 
 

                 Figure 1. Corelation Heatmap of Numerical variables with strike price 

 

 
                             Figure 2. Boxplot of Strike, Last price, and Bid variable (Calls data) 
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Figure 3. Boxplot of Strike, Last price, and Bid variable (Puts Data) 

 

 
 

Figure 4. Scatter plot of Calls data 

 

 

 
 

Figure 5. Scatter plot of Puts data 
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Figure 6. Density plot of target variable 
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                            Figure 7.  Pair plot of Strike variable  

 

 

 

 
 

    Figure 8. Feature importance bar plot 
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Figure 9. Model performance plot 

 

4.4 Data Splitting & Transformation 

 
 

Above code is to split the data between train and test and then transform the using standard 

scaler for transformation  
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Above function is to check the varaince inflation factor between the variables 

 

 
 

The code above is to check the feature importance of the data. 

Similarly multiple feature importance tecniques are applied to check the importance of 

feature 
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4.5 Model Building 

 

 
 

Hyper-parameter tuned Linear regression  

 

 
 

Hyperparameter tunned RandomForest, Xgboost, and Catboost regressor. 
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LSTM Model implementation. 

 

Final Model output comparision: 

 

Model MSE RMSE R² 

Linear Regression 4888.51 69.91 0.33 

XGBoost 710.04 26.65 0.9 

Random Forest 892.9 29.88 0.88 

CatBoost 358.89 18.94 0.95 

LSTM 4310.96 65.66 0.46 
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