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Configuration Manual 

Alan Thomas 

Student ID: x23188944 

 

1 Introduction 

This Configuration Manual documents the setup, configurations, tools, and processes used in 
the research project titled "Online Reviews and Product Sales: A Sentiment Analysis 
Approach.’ The project looks at how review can predict product price and sales utilising 

Machine learning and Data visualisations. Some of the information within this paper aims at 
explaining the methodologies used, the software requirements, and the difficulties found during 
the implementation. 

2 Tools and Technologies 

Hardware Requirements: 

• Processor: Intel Core i5 or higher 

• RAM: 16 GB (recommended for handling large datasets) 

• Storage: 256 GB SSD or higher 

• Operating System: Windows 10 or equivalent 

Software Requirements: 

1. Programming Language: Python 3.9 

2. Development Environment: Jupyter Notebook 

3. Libraries and Frameworks: 

o Machine Learning: scikit-learn (Logistic Regression, Random Forest, 

Support Vector Machine, XGBoost) 

o Sentiment Analysis: VADER 

o Data Handling: Pandas, NumPy 

o Data Visualization: Matplotlib, Plotly, Dash 

o Text Preprocessing: NLTK, TfidfVectorizer 

4. Visualization Tool: Interactive dashboard developed using Dash and Plotly. 

Dataset: 

• Source: Publicly available datasets on Kaggle. (click here to view dataset ) 

https://www.kaggle.com/datasets/arhamrumi/amazon-product-reviews
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• Content: Product reviews and sales data, with attributes such as review text, scores, 

and metadata. 

• Preprocessing Steps: 

o Removed duplicates and irrelevant data. 

o Handled missing values by replacing scores with median values and 

timestamps with mean values. 

o Applied tokenization, stopword removal, and text vectorization 

 

3 Implementation Workflow 

1. Data Collection: 

• Combined datasets of product reviews and sales data. 

• Preprocessed data to ensure quality and relevance. 

2. Machine Learning Models: 

• Implemented and evaluated four models: 

o Logistic Regression: Achieved the highest accuracy of 86.46%. 

o Random Forest: Accuracy of 82.50%, suitable for handling noisy data. 

o Support Vector Machine: Accuracy of 86.29%, effective for high-dimensional 

spaces. 

o XGBoost: Accuracy of 84.64%, capable of capturing complex relationships. 

• Metrics used for evaluation included accuracy, precision, recall, and F1-score. 

3. Sentiment Analysis: 

• Classified reviews as positive, neutral, or negative using VADER. 

• Enhanced insights through correlation analysis of sentiment scores and sales data. 

4. Dashboard Development: 

• Developed an interactive dashboard to visualize: 

o Sentiment trends over time. 

o Correlation between sales and sentiment. 

o Product-specific insights 

4 Challenges and Resolutions 

 
1. Large Dataset Handling: 

• Challenge: Processing millions of reviews and sales records was computationally 

intensive. 
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• Resolution: Optimized data pipelines and reduced dimensionality using 

TfidfVectorizer. 

2. Fake Review Detection: 

• Challenge: Identifying sarcastic or manipulated reviews was difficult. 

• Resolution: Incorporated heuristic methods and sentiment analysis tools like VADER. 

3. Dashboard Scalability: 

• Challenge: Real-time analysis for large datasets. 

• Resolution: Optimized backend processing and caching mechanisms. 
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