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Predictive Modeling of Readmission in Patients with 
Schizophrenia Using Machine Learning Models 

Daphne Shekinah Tennison Daniel 

X23190027 

 
Abstract 

Schizophrenia is a mental disorder which is chronic, and it affects a person’s 
ability to grasp reality. It not only affects the person who’s schizophrenic but also 
the people surrounding the said person. There are more than 20 million people 
who are affected by schizophrenia but not many people get the required treatment. 
This leads to hospitalization and re-hospitalization of patients. There are many 
rules and regulations set in place for the treatment and the discharge of a patient 
in different countries. Predicting the risk of a patient’s hospital readmission would 
help not only the patient but also the healthcare professionals who are treating the 
patient, because learning about how the disorder is affecting the person and treating 
them with a specific type of care could prove to be helpful. To address this issue, 
many machine learning models were developed. But there aren’t many papers or 
research done that was specific to Ireland. So, in this project, a dataset that was 
published by the National Psychiatric Inpatient Reporting System under the Health 
Research Board from the year 2006 to 2022 was used to predict the readmission 
of patients with schizophrenia and other related disorders. The proposed model, 
XGBoost classifier performed the best, even when there was quite a class imbalance. 
The model achieved an accuracy of 75.38%, recall of 81%, F1-Score of 76% and the 
precision of the model was 72%. If imputation had been used on the dataset instead 
of filling up the missing values, the accuracy of the model could’ve been increased by 
a significant amount. By using a dataset that does not have many missing values, 
and combining the model with SMOTE could improve the results drastically. 

 

1 Introduction 

Schizophrenia is a complex mental health disorder that affects a person, socially, eco- 
nomically, and personally. It affects the person severely because it affects the person’s 
thought process and their perception of reality. Every year, many people are diagnosed 
with a new type of schizophrenia with different symptoms. Even though there had been 
a significant development in the way the disease is managed, there is still a difficulty in 
providing treatment to people affected globally. According to an article written by Steven 
Zauderer for Cross River Therapy, only one out of 3 people with schizophrenia recovers 
fully, even though there are a large number of options for treatment. 1 While nearly 
24 million people in the world are affected by schizophrenia, only 33% of them receive 
proper treatment for it. Schizophrenia symptoms are more observant in the late stages 
of adolescence or early adulthood, and it can be seen that it affects mostly men. 

 

1http://www.crossrivertherapy.com/research/schizophrenia-statistics 

http://www.crossrivertherapy.com/research/schizophrenia-statistics
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Patients diagnosed with schizophrenia have a higher chance of being readmitted to the 
hospital than patients with other diseases. This is due to the complex and chronic nature 
of the disorder. Patients with schizophrenia are often not given the right treatment that 
is meant for them. Since understanding of the workings and symptoms of the disease 
is changing every day. So, healthcare professionals find it harder to treat them, which 
in turn leads to patients being readmitted for schizophrenia or any other related mental 
health disorders. 

Machine learning and deep learning models has played an important role for many 
years in predicting the readmissions of patients with schizophrenia or any kinds of dis- 
eases. Though there are many works published on the prediction of readmission of pa- 
tients with schizophrenia, there were not many studies done on the disorder mainly based 
in Ireland. That is what is done in this research. Through this research, the question 
that was planned to be addressed was: What can be done to improve the accuracy of 
machine learning models in predicting the risk of hospital readmission of patients with 
schizophrenia? In order to answer the question, three machine learning models were 
employed on the dataset that helped arrive at a conclusion on which machine learning 
model would work best. From the results, the further engineering that could be done on 
the dataset to make the model perform more efficiently was also apparent. 

This research paper begins with the detailed review of the existing work done on the 
topics related to the research, the research methodology followed for the development of 
the machine learning models and the steps that are involved in the implementation of the 
machine learning models. Next, the evaluation and results section analyses the results 
and findings of the models implemented. The last section concludes the research and lays 
out the plans for future improvements of the research. 

 

2 Related Work 

This section provides an overview of the research that currently exist on the knowledge of 
using machine learning and deep learning models to predict the readmission of patients 
diagnosed with schizophrenia.  In this review, studies that were published regarding 
the research topic from the year 2011 to 2024 are considered to gain a comprehensive 
understanding of the inner workings of the machine learning models and making them 
more efficient. 

For identifying schizophrenia, THOMAS and THIVAKARAN (2020) did a detailed 
survey of all the data mining techniques used in the existing mental health literature. 
The functional connectivity of the brains of patients diagnosed with schizophrenia, their 
siblings and other healthy subjects were examined by Liu et al. (2011) did a study through 
pattern classification which had some interesting findings about the disease’s inheritance. 
Swati and Indiramma (2020); Sharma et al. (2023); Sarkar and Hajdu (2024); Mathur 
et al. (2022) and Hiesh et al. (2013) made elaborate studies on the usage and effectiveness 
of machine learning and deep learning in the detection of schizophrenia. While different 
machine learning algorithms were discussed, Tanveer et al. (2023) did a comprehensive 
study of all the existing classification techniques to diagnose schizophrenia. 

Using Functional Magnetic Resonance Imaging (FMRI) scans of patients diagnosed 
with schizophrenia, various machine learning and deep learning models, with the addi- 
tion of different features, were trained to detect the disorder. (Sarkar and Hajdu; 2024; 
Arbabshirani et al.; 2014; Rashid et al.; 2015) From the research, it is apparent that elec- 



3  

troencephalogram (EEG) signals are one of the most used way to detect schizophrenia 
with machine learning. (Masychev et al.; 2020; Qayyum et al.; 2023; Arias and Astudillo; 
2023) It is possible to detect schizophrenia using DNA methylation data using Iterative 
Random Forest. (Hu et al.; 2019) A set of a selected few papers that were found on the 
topic are presented in the form of a table below for better and easy understanding. 
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Joshi et al. (2023) developed a mobile application that detects any kinds of negative 

patterns exhibited by individuals on social media and it achieved 93% accuracy. In 
general, it can be seen that schizophrenia is diagnosed in men more than women. So, 
Kumar and Saxena (2023) created a machine learning model that detects depression in 
men in the early stages using Support Vector Machine (SVM). The re-admissions of men 
in the hospital for schizophrenia is almost always higher than that of women. 

Now, on the note of re-admissions, these are some of the literature available on the 
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usage of machine learning for the prediction of hospital readmission of patients with 
schizophrenia. The work done by Wang and Zhu (2022) explains in detail all the negative 
effects of re-admissions and solutions that can help overcome them. Likewise, Yu and 
Rouse (2017) did a study that explores the causes of re-hospitalization of patients within 
a specific time-frame on a deeper level. To predict the readmission of patients within a 30 
day period, Baig et al. (2019) developed an ML model using XGBoost, Random Forest 
and AdaBoost. This study greatly contributed to the models chosen for this research. 

An ensemble prediction model was developed by Teo et al. (2020) to predict the risk 
of readmission of patients. Likewise, Im et al. (2020) developed a machine learning model 

with discriminative features to predict hospital readmissions. Zhang et al. (2024) did an 
extensive study of 56 existing papers based on unplanned readmission of patients with 
heart disease. Last but not the least, Al-Mardini et al. (2016) proposed a novel approach 
to reduce the risk of readmission of patients with single and multi-clustering techniques. 

Though, the abundance of current research existing on the topic is not less, the ab- 
sence of research on the prediction of readmission of patients with schizophrenia based 
specifically in Ireland is the key motivator for this project. Building this section helped 

in choosing the best machine learning models that could be implemented in the predic- 
tion of hospital admissions and the prediction of readmission of patients diagnosed with 
schizophrenia and other related mental disorders. The research methodology was formed 

with the help of the knowledge gained from the literature review done. 

 

3 Methodology 

This section details the dataset that was chosen for this research and the steps undertaken 
to implement the chosen machine learning algorithms in a technical manner. The trends 
and patterns found in the dataset is also presented in graphs. The pictorial representation 
of the methodology followed in the research is given in Figure 1. 

 

3.1 Dataset 

The dataset chosen for this research is taken from the open data platform of the Central 
Statistics Office of India. The dataset is published by the National Psychiatric Inpatient 
Reporting System (NPIRS) under the Health Research Board. 2It is a statistics dataset 
which contains the number of hospital admissions of patients for various reasons including 
schizophrenia and other schizophrenia related diseases from the year 2006 to 2022. The 
hospital admission statistics in the dataset include the diseases that are classified using the 
ICD-10 Diagnostic Group. The sex of the patients was also given, this helped in making 
better connections within the dataset. The dataset was downloaded from the website on 
October 31, 2024, before the changes were made to represent ICD-11 Diagnostic Group 
with more modern terminology till the year 2023. The website was last updated on 
November 7, 2024. 

 

3.2 Dataset Cleaning 

The dataset has 4,284 rows and 7 columns, which includes the one numeric column called 
VALUE. The other columns found in the dataset are year, type of admission, sex, dia- 

 

2Dataset: http://data.cso.ie/table/HRA05 

http://data.cso.ie/table/HRA05
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Figure 1: Methodology Diagram 

 

 
gnostic group, units and admission values. However, there are around 1500 missing entries 
in the VALUE column. This required data preprocessing. The dataset was extracted for 
rows containing keywords such as ”Schizophrenia,” ”schizotypal,” and ”delusional.” This 
filtered the dataset to only the data relevant for this research, which helps on focussing 
the analysis on schizophrenia related diseases. 

As the next step, the missing values in the VALUE column were replaced with 0, 
which meant that it is taken that there were no hospital admissions in that particular 
year. While this might not be an ideal approach, this simplifies the analysis process 
without the risk of introducing outliers. This cleaned data provided a structured dataset 
for visualisation and predictive modelling. The cleaned dataset also ensures that only 
relevant and meaningful data was used in the process. Even though feature engineering 
was done on this dataset, there was still an imbalance in the data. To select a ML model, 
that would be able to handle it, a study done using a CLUE model proposed Random 
Forest and Logistic Regression. (Meng et al.; 2020) 

 

3.3 Exploratory Data Analysis and Data Visualizations 

To understand the trends and patterns of the dataset, exploratory data analysis was used, 
and multiple visualizations were drawn up to represent the trends found in the hospital 
admissions from the year 2006 to 2022 for various reasons across Ireland. To understand 
the trends of yearly admissions, a line plot was used to display the number of admissions 
over the years 2006 to 2022 for schizophrenia related issues. 

From Figure 2, it is apparent that the hospital admissions of patients with schizo- 
phrenia related issues have not been consistent. It can be seen that the admissions 
peaked in the year 2009 and there’s a significant decline in the year 2010. The lowest 
admission rate is recorded in the year 2017. The changes in Year-over-Year (YoY) is also 
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calculated in order to highlight the shift in the admission trends over the years. 
To compare the male and female admissions over the years, a line plot that segments 

the differences in admission rates by gender is plotted. The graph provides valuable 
insights into the admission trends in each gender both together and separately. 
 

Figure 2: Total Admissions in Each Year 

 
It can be seen that the admission rates of men are consistently higher than that of 

women. It can also be seen that the admission rates of both men and women exhibit sim- 
ilar patterns in increase and decrease over the years, while the total admission rates show 
minor fluctuations over the years. The shaded area in Figure 3 representing both sexes 
highlights regular fluctuations, that could possibly suggest clinical patterns in admission 
rates. 
 

Figure 3: Total Admissions Each Year by Gender 
 

 

Figure 4: Admissions in Each Year by Gender 

 
Since there are some fluctuations in the admission rates, a three-year rolling average 

is calculated to smoothen out the fluctuations. This helps in the detection of long term 
trends and also helps filter out the noise in the admissions data. The rolling average is 
plotted alongside total admissions, and it is seen that the line plot of rolling average is 
smoother than the total admissions plot. 
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Figure 5: Total Admissions and 3-Year Rolling Average 

 
The percentage of admission rates of both men and women contributing to the total 

admission rates were calculated for every year. This graph shows the categorized hospital 
admissions by gender from each year from 2006 to 2022. Each bar in the graph represents 
the admissions data that indicates the inter-quartile range, and the whiskers show the 
variability in the admissions rate which captures the full range of admissions data except 
the outliers. While fluctuations can be seen in the range and median values over the 
years, the distribution within the categories remain relatively consistent. 
 

Figure 6: Admissions by Sex in Each Year 

 
To visualise the correlations between variables namely total admissions, year, YoY 

changes and the rolling average, a heatmap is generated. This heatmap highlights the 
relationship between the variables. Total admissions and rolling average exhibit strong 
correlation and a weak correlation is seen between admissions and Year-over-Year changes. 

 

Figure 7: Correlation Heatmap 
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3.4 Feature Engineering 

In order to enhance the dataset’s predictive efficiency, the following features were added: 
3-year Rolling Average, Year-over-Year Changes and Gender Contribution. The 3-year 
rolling average helped smoothen out the year-to-year fluctuations and also capture some 
of the underlying trends. The rolling average is the sum of any three years’ number 
of admissions divided by three. The YoY changes is the difference in the number of 
admissions between the consecutive years. This greatly helps in highlighting the sharp 
increases or decreases in the admission trends. The percentage contribution of each 
gender to the total admissions helped analyse the relative dynamics between men and 
women patients with schizophrenia. This could be considered a valuable information for 
understanding gender-based inconsistencies in the trends of hospitalization of patients 
with schizophrenia. 

The models for the prediction of readmission were chosen in such a way that there 
can be a comprehensive comparison of both linear and ensemble-based machine learning 
techniques for binary classification of the dataset. 

 

4 Design Specification and Implementation 

This section of the report gives the detailed explanation of the implementation of the 
research that has been proposed and how the question was answered using distinctive 
features of the machine learning model. This project is mainly focussed on analysing 
the hospital admission trends related to the diagnoses of schizophrenia in Ireland. After 
analysing the admission trends, predictive models for hospital readmissions and total 
admissions were developed. The proposed methodology is being implemented in steps 
involving data cleaning, visualising the trends and patterns, feature engineering and 
modelling predictive analysis to arrive at meaningful insights and build models to predict 
readmission. The code was run in Google Colab. The implementation process is explained 
in detail below. 

 

4.1 Total Admissions Prediction Model 

For the estimation of the total admissions of patients who are diagnosed with schizo- 
phrenia related diseases, predictive modelling is used on the historical data recorded in 
Ireland. To make the dataset fit to implement the predictive models, the dataset is split 
into two. The first set is from the year 2006 to 2020 and the second set is the rest of the 
data from the year 2021 to 2022. The first set is considered as the training set, so that the 
models are trained on the admission data from the earlier years. The models were made 
to associate with the relationships between the features like the 3-year rolling average 
and the year of admission, and total admissions. The second set is taken as the testing 
set, so the model can evaluate on the recent and undiscovered data. This helped create a 
simulation on how the model performs on future data that is practically unforeseen. For 
the prediction of total admissions, three regression models were trained and implemented 
namely, Linear Regression, Random Forest Regression and XGBoost Regressor. 
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4.1.1 Linear Regression 

This model helps to create a linear relationship between the predictor (x train) and the 
target variable (y train). The coefficients of each of the predictors is estimated by this 
model. By doing so, the residual sum of squares between the predicted values and the 
observed values is minimized. With the use of LinearRegression from the sklearn library, 
this model is implemented. This model required very minimal parameter tuning. This 
makes this model an ideal baseline for the comparison of other models. This model is 
ideal for this particular data because, the dataset has numerical features that shows linear 
trends. 

 
4.1.2 Random Forest 

Random Forest is an ensemble learning method that makes more than one decision tress 
in every step and makes the best decision in each step to reduce over-fitting. This also 
improves the model’s ability to generalize. The model was initialized with 100 estimators. 
In every step, the tree is trained on a specific subset of the data, which makes it sensitive 
to minute variations and noise. The parameter, random state guarantees reproducibility 
by fixing the random seed. While the previous model was suitable for linear relationships, 
random forest is better suited for non-linear interactions between the features selected, 
which makes it viable for various distributions of data. 

 
4.1.3 XGBoost 

This model, like the Random Forest is an ensemble model based on decision trees, which 
makes predictions by reducing errors in every step. To prevent over-fitting, XGBoost 
combines the strength of sequential improvement from gradient boosting and regular- 
ization. From xgboost library, XGBRegressor is used to implement the model. For 
regression tasks, objective=”reg:squarederror” parameter is used and to limit the num- 
ber of boosting rounds to a 100, n estimators=100 is used. XGBoost is chosen for its 
ability to successfully handle datasets that have complex relationships between the fea- 
tures. XGBoost can also efficiently handle both linear and non-linear patterns in the 
dataset. 

 

4.2 Readmissions Prediction Model 

Based on the admission related features that were collected in the previous steps, three 
machine learning models were implemented on the modified dataset to predict the risk 
of a patient being readmitted to the hospital for schizophrenia related diseases. The 
models that were implemented on the dataset are Logistic Regression, Random Forest 
and XGBoost. To prepare the dataset to predict the readmission of patients, the target 
variable needed to be created by transforming the Type of Admission column. The name 
of the target variable was Readmitted. The target variable was assigned a binary label. 
1 for the type of admission being “All admissions” and 0 for all the other entries. The 
independent variables are Year which apprehends the temporality of the data, Sex which 
contains the gender of the patients being admitted, ICD 10 Diagnostic Group which is 
a categorical column that represents the diagnostic groups, out of which schizophrenia 
related diseases were selected and VALUE which is the numerical column of the dataset 
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containing the number of patients being admitted in a particular year for a particular 
type of disease. 

Before the models were trained to predict hospital readmissions, all the missing values 
in the numerical column, VALUE were replaced with the median values of the column. 
The categorical columns like Sex and ICD 10 Diagnostic Group, the missing values were 
entered as “Unknown”. Then OneHotEncoder was used to transform all the categorical 
features into their numerical form, which makes the dataset ready for machine learning 
models. StandardScaler from scikit-learn was used for feature scaling. By doing this, it 
is ensured that the mean and standard deviation of all the numerical values is 0 and 1 
respectively. This step is crucial for algorithms like Logistic Regression and XGBoost, 
since they are sensitive to feature magnitudes. To achieve consistency, the same scaler 
function was used on the training data. Then it was applied to both the datasets, training 
and testing. 

 
4.2.1 Logistic Regression 

Logistic Regression is a linear machine learning model which is widely used for binary 
classification. It creates a relationship of linear nature between the target and the inde- 
pendent variables. To implement this model, solver=’liblinear’ was used, this is learnt 
to be best suited for building simple models. The maximum number of iterations was 
set as 1000, so the model has sufficient iterations to arrive at the solution. The regular- 
ization parameter is set to 1.0, this helps prevent overfitting. To train the model, the 
scaled training data (x train scaled) and the target data (y train) were used. By min- 
imizing the log-loss function, this model helps optimise the input features’ coefficients. 
The model that is trained was used to predict the binary class (y pred) on the scaled test 
data (x test scaled). This model serves as the baseline model in this prediction analysis. 

 
4.2.2 Random Forest 

Random Forest is an ensemble learning method that creates multiple decision trees in 
every step and uses the average of the outputs to make predictions. This model is a robust 
machine learning model, and it also helps reduce overfitting. Just like the random forest 
that’s modelled for the total admissions, the total number of trees in the forest is specified 
as a 100. This step helps balance the computational cost and the prediction accuracy. 
The random state is declared as 42. This controls the randomness of the data in feature 
selection and bootstrapping. Just like the logistic regression model, this model is also 
trained on the same training data, with the same scaler. The predictions are generated 
under the name rf y pred for the scaled dataset just like the previous model. This model 
made apparent the non-linear relationships between the features without needing to tune 
the parameter at an extensive amount. 

 
4.2.3 XGBoost 

This is a gradient boosting algorithm that sequentially build decision trees and corrects 
the errors that were made by the previous trees. This model also adds regularization 
techniques to prevent overfitting of the data. In the implementation of the model, it 
was assigned to perform binary classification with logistic loss. The maximum number of 
iterations were set as 100 like the previous models. This is a flexible model, which makes 
it ideal for handling both linear and non-linear relationships in the data effectively. 



12  

The dataset was pre-processed consistently for all the models and the features were 
scaled in a similar way, so the differences that are seen in the performance of the models is 
attributed to the models’ characteristics rather than the data preparation. The baseline 
for the prediction is Logistic Regression, the non-linear relationships were captured by 
Random Forest and XGBoost was used for its ability of sequential boosting to achieve 
high accuracy. 

 

5 Evaluation 

For evaluating the regression models that were used for the prediction of total admis- 
sions, four important evaluation metrics were used and they are: Root Mean Squared 
Error (RMSE) to measure the mean of the errors, Mean Absolute Error (MAE) to cal- 
culate the mean of the difference between the prediction and actual values, Coefficient of 
Determination (R2) to show how the model evaluates the variance in the target variable 
and Explained Variance Score (EVS) shows the models’ ability to evaluate the variability 
of the data. 

Out of the three models used, linear regression performed the best with an RMSE and 
MAE of 122.90 and 89.68, respectively. This suggests that the model has the ability to 
predict total admissions most accurately. The R2 of the model is the closest to one, 0.7341 
and the EVS is 0.8584. RMSE and MAE of XGBoost is 148.83 and 144.93, respectively. 
The model explained around 61% of the variance of the data. Though the performance 
of the model is not better than linear regression, the model’s ability to handle complex 
patterns might prove useful in datasets of large volumes. 
 

 
Figure 8: Results of Total Admissions Model 

 
The RMSE of random forest is the highest when compared to the other three models, 

which proves that the model performed poorly with this dataset. The R2 suggests that 
the model only captured 33% of the variance in the data. The mediocre performance of 
the model could be attributed to the reason that the size of the dataset was small, and 
the features were limited. In conclusion, linear regression outperformed the other two 
models. This could be because of the linearity of the data. XGBoost also worked better 
than the random forest model. Radom forest found it hard to perform on this dataset 
amidst its robustness possibly because of overfitting. 

The evaluation metrics used on the classification models for the prediction of hospital 
readmission of patients with schizophrenia are Accuracy, Precision, Recall, F1-Score. The 
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Figure 9: Results of Re-admissions Model 
 

 
confusion matrix of all the models were also printed as part of the evaluation. Of all the 
readmission models, XGBoost performed the best when compared to other classification 
models. It produced the highest accuracy of 75.4% with a good precision and recall of 
72% and 81%, respectively for the prediction of readmissions. The F1-Score of both 
the classes combined, non-readmissions and readmissions, was 75%. This suggests that 
XGBoost could be used in other larger datasets to predict readmissions of patients. 

The model that least accurately predicted readmissions is Logistic Regression, with 
an accuracy of 51.3%. There was a noticeable difference in the model’s ability to predict 
readmissions and non-readmissions. The recall for Class 0, which is non-readmissions 
was 92% while the recall for readmissions is only 8%. It can be concluded that logistic 
regression was not best suited for this dataset because of the imbalance in class distribu- 
tion. Though Random Forest performed better than logistic regression with an accuracy 
of 63.1%, it was not an ideal prediction model for this dataset. The F1-Score of the 
model for predicting the majority class, that is the non-readmissions class is 70%. How- 
ever, the F1-Score of the minority class, the readmissions is 53% with a lot of room for 
improvement. 

 

6 Conclusion and Future Work 

The dataset that was chosen for this research had quite a few missing values which 
showed inconsistent patterns in the trends regarding the total admissions. But from the 
data available it could be seen that the number of men admitted to the hospital for 
schizophrenia and other schizophrenia related diseases were higher than the number of 
women admitted for the same purposes. Since the patterns found in the total admissions 
were fairly linear, linear regression performed the best when it came to predicting total 
admissions of patients. For the prediction of readmission, classification models were used, 
because those models tend to handle datasets with imbalance in classes. Due to the lack 
of features in the dataset, the prediction of readmission proved to a difficult task and 
XGBoost outperformed the other classification models. 

Using a balanced dataset could help draw up more conclusions based on the data 
recorded, which in turn will help determine the readmission risks more effectively. With 
the incorporation of socio-demographic factors and the characteristic of the hospitals, the 
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analysis of readmission of patients can be improved prominently. To handle the missing 
values, simple filling methods were used in this project. If class imbalance is an issue, 
techniques like resampling or SMOTE (Synthetic Minority Over-sampling Technique) 
could be to used handle it. Instead of filling methods, the usage of imputation methods 
can prove to be more efficient. To implement non-linear regression or classification tasks, 
neural networks can be used, so that even the complex patterns and trends found in 
the dataset can be explored. Hyperparameter tuning can be used on random forest and 
XGBoost to optimize the performance of the models. 

Despite the dataset chosen being an unbalanced one, with the help of data prepro- 
cessing and feature engineering, the prediction of readmission of patients with schizo- 
phrenia based on the information collected from Ireland was moderately successful. The 
XGBoost that was used performed fairly well with an accuracy of 75.4%. The visualisa- 
tions that were drawn up from the dataset provided valuable insights into the hospital 
admissions of patients with schizophrenia and other related mental health disorders in 
Ireland. Even though there were challenges like missing data was encountered, the res- 
ults show that with the addition of more information and further feature engineering, 
the accuracy of machine learning models can be improved to predict the risk of hospital 
readmission in patients with schizophrenia. 
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