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1 Introduction 
 

This configuration manual is prepared to explain the technical implementation of the research 

study. All the tools, environment, and code configurations are mentioned in this manual. This 

configuration manual also contains code snippets of the implementation. Section 2 focuses on 

the environment which was used during the project. Section 3 focuses on how the data was 

collected. Section 4 contains the data pre-processing steps applied. Section 5 discusses the 

Experiments that were carried out. 

 

2 Environment 
 

Figure 1 shows the hardware configuration which was used for this research project. The 

project uses a 13th Gen Intel(R) Core™ i5-1335U @ 1.30 GHz processor and 16 GB (15.7 

GB usable) installed RAM. The type of system used is a 64-bit operating system with an x64-

based processor. 

 

 

Figure 1: System Info 

Furthermore, Jupyter Notebook was used as the Integrated Development Environment. 

Python was used as the programming language for the implementation of this project. 

 

3 Data Collection 
 

This research study utilized three different datasets. The first dataset contained information 

regarding Ireland’s Tourist Attractions which was a public dataset taken from the data.gov.ie 

website. Figure 2 shows the data.gov.ie webpage from where the dataset was taken. The data 

set is available for download. 

 

https://data.gov.ie/dataset/tourism-activities-and-attractions
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Figure 2: Source Of Dataset 1 (Ireland's Tourist Attractions) 

Additionally, The Google Places API was used to fetch ratings of each of the attractions from 

Google Maps.  The fetched ratings were added to the original dataset. Figure 3 shows the 

python script which was used to fetch the ratings and add them to the original dataset. 

 

 

Figure 3: Python Script For Adding ratings in Dataset 1 

The second dataset that was used in this research was taken from the Failte Ireland Open 

Data. The dataset contains information about Ireland’s Accommodations including Hotels, 

Guest Houses etc.  

 

 

 

https://failteireland.azure-api.net/opendata-api/v2/accommodation/csv
https://failteireland.azure-api.net/opendata-api/v2/accommodation/csv


3 
 

 

The third dataset was sourced from Google Maps by using the Google Places API. Figure 4 

shows the Python script which was used for the automation of fetching and aggregating data. 

The results were stored in a structure csv for further analysis.  

 

 

 

Figure 4: Python Script For Data Collection For Dataset 3 

 
 

4 Installation Of Packages and Libraries 
 

There were many libraries that were required to install and import for each of the techniques 

of filtering. Figure 5 shows all the imported libraries which were used throughout the project. 

 

 

Figure 5: Imported libraries 
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5 Data Cleaning and Processing 
 

Data Cleaning and Processing were performed separately on each of the three datasets. Figure 

6 shows data cleaning and processing performed on dataset 1. Moving on, Figure 7 shows 

Data Cleaning applied on Dataset 2. 
 

 

Figure 6: Dataset 1 - Filling Null Values and Dropping Columns 

 
 

 

Figure 7: Dataset 2 - Data Cleaning 

 

From the figures it can be seen that the following steps were applied for data pre-processing: 

• Replacing null values with the mean of the particular column 

• Replacing null values with the mode of the particular column 

• Dropping unnecessary columns 

• Dropping rows with null values 

 

Figure 9 shows the application of label Encoding on some of the columns of Dataset 2. The 

user ratings were simulated using Gaussian distribution to make the ratings more realistic.  

Figure 8 shows the code snippet for the simulation of user ratings in Dataset 1. The same 

method of simulating user ratings was also implemented in Datasets 2 and 3. 

 

 

 

 

 

 

 

 

 

 

 



5 
 

 

 

 

 

 

Figure 8: Dataset 1 - Simulation Of User Ratings 

 
 

 

Figure 9: Dataset 2 - Label Encoding 
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6 Experiments 

6.1 Content-Based Filtering 

6.1.1 Dataset 1: 

 

Figures 10 and 11 show the application of Content-Based Filtering on Dataset 1. Figure 10 

shows the feature extraction part and model development. Figure 11 shows the methods of 

evaluation performed. 

 

 

Figure 10: Dataset 1 - Content-Based Filtering Part 1 
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Figure 11: Dataset 1 - Content-Based Filtering Part 2 ( Evaluation ) 

6.1.2 Dataset 2: 

 

Figures 12 and 13 show the application of content-based filtering on dataset 2. The following 

steps are performed: 

 

• TF-IDF Vectorization of Account Name (Textual Feature) 

• Scaling Of Numerical Features 

• Both the TF-IDF vectors and the numeric features are combined into the form of one 

feature matrix. 

• The combined feature matrix undergoes dimensionality reduction using SVD 

• The user-item matrix is reconstructed 

• Predictions are made based on the reconstructed matrix 
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Figure 12: Dataset 2 - Content-Based Filtering Part 1 

 

 

Figure 13: Dataset 2 - Content-Based Filtering Part 2 
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6.1.3 Dataset 3:  

 

Figure 14 shows the first part of content-based filtering where TF-IDF is applied to the tags 
 

 

 

Figure 14: Dataset 3 - Content-Based Filtering Part 1 

Figure 14 shows the application of TF-IDF vectorization on the tags. SVD is applied to the tf-

idf matrix to reduce the dimensionality of the matrix. Cosine similarities of the reduced tf-idf 

matrixes are calculated.  
 

 

Figure 15: Dataset 3 - Content-Based Filtering Part 2 

 

Figure 15 shows the modeling part where a KNN Regressor is being trained. 
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Figure 16: Dataset 3 - Content-Based Filtering Part 3 

 

Figure 17 shows the recommend_items function which generates recommendations to test the 

model.  
 
 

 

Figure 17: Dataset 3 - Generate Recommendations Function 

6.2 Collaborative Filtering: 

6.2.1 Dataset 1:  

 

Figure 18 shows the application of collaborative filtering on dataset 1. A user-item matrix is 

created and the dimensionality is reduced by applying SVD to the matrix.  
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Figure 18: Dataset 1 - Collaborative Filtering Part 1 

 

Figure 19 shows the recommend_items function which generates recommendations to test the 

collaborative filtering model. 

 

Figure 19: Dataset 1 - Collaborative Filtering Recommend Items Function 

Figure 20 shows the Python code for the evaluation plots which were generated to visualize 

the performance of the model. 

 

Figure 20: Dataset 1 - Collaborative Filtering Part 2 (Evaluation) 
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6.2.2 Dataset 2:  

 

Figure 21 shows the implementation of the second dataset. A user-item matrix is created and 

Truncated SVD is applied. The user-item matrix is recreated and is used to make predictions. 

It can also be seen that data is split in the ratio of 80/20 where 80% is used for training and 

20% is used for testing.  
 

 

Figure 21: Dataset 2 - Collaborative Filtering Part 1 

Figure 22 shows the recommend_items() function which generates recommendations to test 

the collaborative filtering model. 
 

 

Figure 22: Dataset 2 - Collaborative Filtering Recommend Items Function 
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Figure 23: Dataset 2 - Collaborative Filtering ( Evaluation) 

 

The code of evaluation plots in figure 23 were used to generate visualizations for evaluation 

of collaborative filtering on the second dataset. 

6.2.3 Dataset 3 

 

This section covers the implementation of collaborative filtering on Dataset 3. Figure 24 

shows the python code for the first part of collaborative filtering where a user-item matrix is 

created and SVD is performed to predict the user ratings. 
 

 

Figure 24: Dataset 3 - Collaborative Filtering Part 1 
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Figure 25: Dataset 3 - Recommend Items Function 

 

 

Figure 26: Dataset 3 - Collaborative Filtering Part 3 – Evaluation 

Figure 25 shows the function to generate recommendations to test the model while Figure 26 

shows the code for the plots which were used for evaluation.  

6.3 Weighted Hybrid Approach: 
 

This sections explains the shows the code configuration for the implementation of the 

weighted hybrid approach on each of the three datasets: Ireland’s Tourist Attractions, 

Ireland’s Accommodations, and Ireland’s famous places.  
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6.3.1 Dataset 1 

 

This subsection shows the code for the implementation of the weighted hybrid approach on 

dataset 1. 

 

 

Figure 27: Dataset 1 - Weighted Hybrid Approach (Loading Data) 

Figure 27 shows the code where the data is being loaded. The original data and the ratings 

data are merged together. 
 

 

Figure 28: Dataset 1- Weighted Hybrid Approach (Content Based Filtering Part) 

 

Figure 28 shows the Content-Based Filtering Module where content-based filtering is being 

implemented. The content matrix combines the tf-idf features and the scaled numerical 

features to be used further in the hybrid approach. 
 

 

Figure 29: Dataset 1 - Weighted Hybrid Approach ( Collaborative Filtering Part) 

Figure 29 shows the collaborative filtering module where the reduced user-item matrix is 

saved as the collaborative filtering feature matrix. 
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Figure 30: Dataset 1 - Weighted Hybrid Approach (Cluster-Based Features Part) 

Figure 30 shows the implementation of cluster-based features where every similar attraction 

is grouped together into similar clusters.  
 

 

Figure 31: Dataset 1 - Weighted Hybrid Approach (Weights Aggregation + Model Training) 

Figure 31 shows the application of weights to each individual type of filtering (Content-

Based, Collaborative, and Cluster-Based ). The matrixes with weights are combined to form a 

hybrid matrix which is passed to the ridge regression model. Data is split into the ratio of 

80/20 where 80% is the training data and 20% is the testing data.  
 

 

Figure 32: Dataset 1 - Weighted Hybrid Approach Generate Recommendations 

Figure 32 shows the generate_recommendations function which generates recommendations. 
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6.3.2 Dataset 2 

This section shows code for the implementation of weighted hybrid approach on dataset 3. 
 

 

Figure 33: Dataset 2 - Weighted Hybrid Approach ( Loading Data) 

Figure 34 shows the content-based filtering module. 

 

 

Figure 34: Dataset 2 - Weighted Hybrid Approach ( Content-Based Filtering Part ) 

 

Figure 35 shows the collaborative filtering module. 

 

Figure 35: Dataset 2 - Weighted Hybrid Approach ( Collaborative Filtering Part ) 

 

Figure 36 shows the cluster-based approach on dataset 2. 

 

Figure 36: Dataset 2 - Weighted Hybrid Approach (Cluster-Based features Part) 
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Figure 37: Dataset 2 - Weighted Hybrid Approach ( Weights Aggregation + Model Training) 

 

Figure 37 shows the application of weights integration and model training. 
 

 

Figure 38: Dataset 2 - Weighted Hybrid Approach (Evaluation Graphs) 
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Figure 39: Dataset 2 - Weighted Hybrid Approach (Generate Recommendations Function) 

Figure 39 shows the generate_recommendations () function which generates the 

recommendations. 

6.3.3 Dataset 3 

 

The below figures show code configurations for the implementation of the weighted hybrid 

approach on the third dataset. 
 

 

Figure 40: Dataset 3 - Weighted Hybrid Approach ( Loading Data ) 

 

 

Figure 41: Dataset 3 - Weighted Hybrid Approach ( Content-Based Filtering Part ) 

Figure 41 shows the code for the content-based filtering part on dataset 3.  

 

 

Figure 42: Dataset 3 - Weighted Hybrid Approach ( Collaborative FIltering Part) 
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Figure 43: Dataset 3 - Weighted Hybrid Approach (Cluster-Based Features) 

Figure 43 shows the cluster-based filtering on dataset 3. 
 

 

Figure 44: Dataset 3 - Weighted Hybrid Approach ( Weights Aggregation + Model Training ) 

 

Figure 44 shows the application of weights aggregation and model training. 
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Figure 45: Dataset 3 - Weighted Hybrid Approach ( Evaluation Plots ) 

 
 
 

 

Figure 46: Dataset 3 - Weighted Hybrid Approach ( Generate recommendations Function ) 
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