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1 Introduction 
 

This Configuration manual provides a step-by-step guide for setting up necessary 

environments and tools to execute the research code for a hybrid news recommendation 

system on Google Colab Pro. The project involves combining BERT-based content 

embeddings, Neural Collaborative Filtering (NCF), and an attention mechanism to enchance 

personalized news recommendations. Google Colab Pro offers a cloud-based environment 

with GPU/TPU support, making it ideal for running machine learning models efficiently. 

This guide will walk through accessing the required MIND dataset, installing necessary 

libraries and executing the code in Google Colab for training and evaluating the 

recommendation model. 

 

2 Environmental Setup 
 

Google Colab Pro is an ideal platform for running machine learning experiments as it 

provides access to GPUs and TPUs which are crucial for training deep learning models like 

BERT and Neural Collaborative filtering (NCF).  Below are the steps to set up the 

environment on Colab. 

2.1 Hardware Requirements: 

 

Since Google Colab Pro runs on cloud-based infrastructure, no specific hardware setup is 

required. However, for optimal performance, ensuring the following: 

 

• Google Account: A google account is required to access Colab Pro. 

• Internet Connection: A stable and fast internet connection to handle large datasets 

such as the MIND dataset and compute intensive operations like training deep 

learning models (BERT, NCF). 

• Google Colab Pro Subscription: Access to Colab Pro is recommendation for higher 

memory and longer runtimes, which are essential for large scale model training and 

experimentation. 

 

2.2 Software Requirements: 

 

To execute your hybrid recommendation system code efficiently in Google Colab Pro, the 

following software dependencies and libraries need to be installed: 

 

• Python: 3.7 or later (typically pre-installed in Colab) 
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• Libraries 

o TensorFlow or PyTorch: Depending on preference for BERT and NCF model 

implementation. TensorFlow is commonly used for BERT, but PyTorch is 

also a good option. 

o Transformers: A library from hugging face for loading pre-trained BERT 

models and fine-tuning them. 

o Keras: For building and training neural network models  

o Scikit-learn: For data processing, model evaluation, and utilities like tarin test 

splitting. 

o Numpy: For numerical operations and handling arrays. 

o Pandas: For data manipulation  

o Matplotlib/ Seaborn: For visualization results, metrics and training curves. 

o SciPy: for advanced scientific computing and statistical analytics. 

 

• Google Drive: Since we are using Google Colab, we need to mount Google drive to 

access datasets like MIND dataset and save model outputs.  

 

3 Tools Required and Setup 
 

3.1 Accessing Google Colab Pro: 
 
 

Sign in to Google account. Go to Google Colab, we have Google Colab Pro subscription, we 

can access the enhanced GPU/TPU features. Start a new Colab notebook by clicking on 

“New Notebook” from the Colab dashboard.  

 

3.2 Accessing Datasets from Google Drive: 

 

To run the code with our datasets in Google Colab, we need to access the datasets stored on 

Google Drive. We can mount Google Drive in Colab as follows: 

 

 
 

This command will prompt to authenticate your Google account. Once authenticated, you 

will be able to access the datasets stored in your Google Drive. 

 

Behaviour Dataset: https://drive.google.com/file/d/1LAnJOVW5o2wAXoLck0RzV

2rtrhK4fsM/view?usp=sharing 

 

News Dataset:  

 

https://drive.google.com/file/d/192W13zzkM_JDoJQQ1nszUca

2hIgd2S4C/view?usp=sharing 

 

News_with_embedding: 

 

https://drive.google.com/file/d/1BBwpTz3nQPjI5IkX0Npf8WA

kxQZUwNG_/view?usp=sharing 

https://drive.google.com/file/d/1LAnJOVW5o2wAXoLck0RzV2rtrhK4fsM/view?usp=sharing
https://drive.google.com/file/d/1LAnJOVW5o2wAXoLck0RzV2rtrhK4fsM/view?usp=sharing
https://drive.google.com/file/d/192W13zzkM_JDoJQQ1nszUca2hIgd2S4C/view?usp=sharing
https://drive.google.com/file/d/192W13zzkM_JDoJQQ1nszUca2hIgd2S4C/view?usp=sharing
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3.3 Running the Code: 

 

Once the datasets and libraries are set up, we can execute code in Colab. Ensure Code follow 

the structure required for your research: 

 

1. Import necessary libraries. 

2. Load datasets into pandas dataframes. 

3. Preprocess the data. 

4. Train models and evaluted results. 

 

4 GPU Setup Verification: 
 

To ensure that TensorFlow and Pytorch are utilizing the GPU for computation which is 

efficient for deep learning model training w ecan verify the GPU availability with the 

following code: 

 

4.1 TensorFow and PyTorch GPU Verification: 
 

 

 
 

 

Expected Output: if TensorFlow and PyTorch detects the GPU, the output will be similar to: 

 

  

If the GPU is available, we will see a message indicating the GPU model, such as Tesla T4 

which is available in Google Colab Pro. 

 

5 Configuration and Setup for Model Training: 

5.1 Mounting Google Drive and Loading Data: 
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This code will load the datasets from Google Drive and print the first few rows to verify the 

data.  

 

5.2 BERT Embeddings for News Data: 

Load the pre-trained BERT tokenizer model and apply them to extract embeddings for news 

articles titles and abstracts: 

 

 
 

This code will processes the news titles and abstracts to generate embeddings using the 

BERT model. 
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5.3 Saving Embeddings to CSV: 

 

After generating embeddings for news articles, save them back to dataset and store them in 

CSV file: 

 

  
 

5.4 Processing History and Impressions Columns: 

Clean and process the behaviour data, including history and impressions and create dictionary 

for mapping news_id to embeddings. 

 

 
 

 
 

This Processes the history and impressions column to create structured data for model 

training. 
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5.5 Mapping Embeddings to history and impressions: 
 

Create mappings for history and impressions to their respective embeddings using the 

previously saved news embeddings. 

 

 
 

5.6 Applying Mapping Functions: 

Apply mapping functions to add embeddings columns to the behaviour data: 

 

 
 

 

6 Conclusion: 
 

This Configuration manual helps in settings up environment, verifying GPU availability, 

loading and processing datasets, extracting BERT embeddings for news articles, and mapping 

embeddings to behaviour data. This setup is crucial for building the recommendation model 

that leverages both content-based and collaborative filtering approaches. 

 

 

 

 

 

 

 

 
 


