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Configuration Manual 

Tanmay Shivhare 

23189517 

 

1 Introduction 

This manual provides an overview of the configuration options for the Python script that 

analyzes bank account data. The script assumes the data is stored in an Excel file named 

"bank.xlsx". 

 

2 System Specification 

2.1 Hardware Configuration 

Below are the required system specifications to execute the code: 

 Processor: Intel Core i3 

 System Memory: 250gb SSD Hard Disk 

 RAM: 8GB 

2.2 Software Configuration 

The software requirements are discussed below: 

 Windows Edition: Windows 11 

 Integrated Development Environment: Jupyter Notebook 

 Scripting Language: Python 3 + 

 Storage: Local System Storage 

2.3 Python Libraries 

The Python libraries are installed in the Jupyter Notebook environment using the "pip install 

Library_Name" command. 

Below are the libraries used for thesis implementation: 
 

 pandas: Powerful Python library for data manipulation and analysis.  

 matplotlib.pyplot: Popular Python library for creating static, animated, and interactive 

visualizations.  

 seaborn: Built on top of matplotlib, providing high-level statistical data visualization 
for Python.  

 missingno: Python library for visualizing missing data in pandas DataFrames.  

 plotly.express: Python library for creating interactive visualizations in a concise and 
declarative way.  

 scikit-learn: Open-source machine learning library for Python that supports various 

algorithms, classification, regression, clustering, and more.
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3 Project Development 

After installing the required python libraries, code is ready for execution. 

Installation: 

These libraries can be installed using pip: 

pip install pandas matplotlib seaborn missingno plotly scikit-learn 

Configuration Options 

There are minimal configuration options within this script. However, some sections can be modified 

based on your specific data: 

3.1 Input File: 

 The script currently reads data from the file "bank.xlsx". Change the filename within the line: 

Python 

df = pd.read_excel('bank.xlsx') 

3.2 Dropping Columns: 

 The script drops the column "CHQ.NO." You can modify the line: 

Python 

df= df.drop(['CHQ.NO.'], axis=1) 

to remove different columns. 

Account Selection for Visualization (Optional): 

 The script currently performs visualizations on specific accounts (ac1 to ac10) defined within 

the script. You can comment out these sections and define your own account numbers for 

analysis. 

Feature Engineering (Optional): 

 The script currently defines a credit score based on average balance, total deposits, and total 

withdrawals. You can modify this section to create your own credit score formula within the 

credit_metrics function. 

Machine Learning Model (Optional): 

 The script demonstrates two machine learning models: Linear Regression and Random Forest 
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Regressor. You can modify these sections to explore different models or adjust hyperparameters 

(e.g., number of estimators for Random Forest). 

 

3.3 Data Extraction: 
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DataFrame head shown below: 
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3.4 Preprocessing: 

Here are the key preprocessing steps identified in the provided Python script: 

1. Data Loading and Initial Inspection: 

 Reading the Excel file: The script uses pd.read_excel() to load the data from the "bank.xlsx" file 

into a pandas DataFrame. 

 Initial exploration: The df.head(), df.tail(), df.shape, df.info(), and df.describe() methods are 

used to get a basic understanding of the data. 

2. Data Cleaning and Handling Missing Values: 

 Dropping unnecessary columns: The df.drop() method is used to remove the "CHQ.NO." 

column, which is not relevant for the analysis. 

 Handling missing values: The df.dropna() method is used to remove rows with missing values. 

However, this is a simple approach and might not be suitable for all scenarios. More 

sophisticated techniques like imputation or modeling-based approaches could be considered. 

3. Data Type Conversion and Formatting: 

 Date conversion: The pd.to_datetime() method is used to convert the "DATE" column to a 

datetime format. 

 Numeric conversion: The pd.to_numeric() method is used to convert the "WITHDRAWAL 

AMT", "DEPOSIT AMT", and "BALANCE AMT" columns to numeric data types. 

4. Feature Engineering: 

 Grouping and aggregation: The df.groupby() and aggregation functions (count, mean, sum) are 

used to calculate metrics like total transactions, average balance, total deposits, and total 

withdrawals for each account. 

 Creating a new feature: A "credit_score" feature is created based on a formula involving average 

balance, total deposits, and total withdrawals. 

5. Data Preparation for Machine Learning: 

 Splitting data: The train_test_split() function is used to split the data into training and testing 

sets. 

 Feature scaling (implicit): While not explicitly mentioned, the nature of the features (numeric 

values) might not require explicit scaling. However, depending on the specific model and data 

distribution, scaling might be beneficial. 

Additional Considerations: 

 Outlier Detection and Handling: The script does not explicitly address outlier detection and 

handling. Depending on the data, outliers might need to be identified and handled appropriately 

(e.g., by capping, flooring, or removing them). 



6  

 Feature Selection: The script uses all available features for the machine learning models. Feature 

selection techniques could be used to identify the most relevant features and improve model 

performance. 

 Model Evaluation: The script evaluates the models using the score() method. More 

comprehensive evaluation metrics like Mean Squared Error (MSE), Mean Absolute Error 

(MAE), and R-squared could be used for a deeper analysis. 
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3.5 Data Visualization 

Stock data visualization: 

 

Figure 1. Mnso bar 
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Figure 2. correlation matrix for numerical variable 

 

 

Figure 3. Distribution of Numerical Features  
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                            Figure 4. Pairplot for Numerical Features 

     

                                         Figure 5. Boxplot for Numerical Features 
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3.6 Machine Learning Model: 

 

 
 

 Model training: Information about the training process, including the chosen model (e.g., Linear 

Regression, Random Forest Regressor), hyperparameters, and training time. 

 Model evaluation: Model performance metrics like R-squared, Mean Squared Error (MSE), and 

Mean Absolute Error (MAE) on the training and testing sets. 

 Model coefficients: The coefficients of the linear regression model or the feature importance 

scores from the random forest model. 

 

3.7 Credit Score Predictions: 

 
 Predicted credit scores for each account based on the trained model. 

 

Specific Outputs for the Provided Account Numbers: 

 

 Visualizations of transactions, deposits, withdrawals, and balance over time for each account. 

 Summary statistics for each account. 

 Potential anomalies or unusual patterns in the transaction data. 
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