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1. SYSTEM REQUIREMENTS  

 
Before running the application, ensure the system meets the following requirements: 
 

• Python version: 3.11  
• Libraries: 

o pandas 

o re 

o matplotlib 

o torch 

o transformers 

o sklearn 

o tqdm 

• Additional Tools: 

o Google Colab for GPU/TPU support (recommended) 

o Internet connection for downloading pre-trained models from Hugging Face 

2. SETTING UP THE ENVIRONMENT 
1. Install Python and Pip: Download and install the latest version of Python from 

python.org. 

2. Install Dependencies: Use the following command to install all required Python 

libraries: 

 
pip install pandas matplotlib torch transformers scikit-learn tqdm 
 

3. DATASET CONFIGURATION 
 

Link to the dataset: https://www.kaggle.com/datasets/prkhrawsthi/twitter-sentiment-
dataset-3-million-labelled-rows 
 

• Primary Dataset: twitter_dataset.csv 

The dataset must be in the root directory or provide the correct file path. 

• Dataset Columns: Ensure the dataset contains the following columns: 

tweet: Textual data for sentiment analysis. 

https://www.python.org/
https://www.kaggle.com/datasets/prkhrawsthi/twitter-sentiment-dataset-3-million-labelled-rows
https://www.kaggle.com/datasets/prkhrawsthi/twitter-sentiment-dataset-3-million-labelled-rows
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• sentiment: Labels indicating sentiment (e.g., 0 for negative, 1 for neutral, 2 for 

positive). 

 

4. CODE SECTIONS OVERVIEW 

The application consists of several stages. Each stage requires specific configurations: 
 

1. Data Loading: 

Modify file_path to point to the dataset location: 

file_path = 'path_to_your_dataset/twitter_dataset.csv' 
 

2. Chunk Processing 

Adjust chunk_size based on memory availability. The default is 100,000. 

3. Text Cleaning: 

This process removes unwanted characters, lowercase text, and strips excess spaces. 

4. Class Balancing 

The upsampling factor for minority classes can be adjusted in the following code: 

5. Model Training Configuration 

The application supports Random Forest, Decision Tree, and BERT models. 

BERT model settings (e.g., max_length) can be modified in the tokenizer 

initialization: 

tokenizer = BertTokenizer.from_pretrained('bert-base-uncased') 
 

6. Batch Processing 

Adjust batch sizes in the DataLoader initialization 

train_dataloader = DataLoader(train_data, batch_size=16, shuffle=True) 
val_dataloader = DataLoader(val_data, batch_size=64) 
 

7. Model Evaluation 

Use the evaluate function to adjust metrics like loss and accuracy. 
 

5. MODEL SAVING AND LOADING 
1. Saving the Model 

The trained BERT model is saved locally 
model.save_pretrained('./bert_model') 

 

2. To compress and upload the model to Google Drive 

!zip -r bert_model.zip ./bert_model 
 

3. Loading the Model 

Ensure the saved model is accessible 
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model = BertModel.from_pretrained('/content/bert_model/bert_model') 
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