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Abstract 

This dissertation explores the advancements in sentiment analysis for social media 

data, focusing on the application of machine learning models, particularly BERT 

(Bidirectional Encoder Representations from Transformers), for customer feedback 

analysis on platforms like Twitter. Traditional machine learning methods, such as 

Decision Trees and Random Forests, have been widely used for sentiment classification, 

but they often struggle with capturing the complex nuances of language in unstructured 

text. In contrast, BERT's pre-trained transformer architecture offers a deep understanding 

of context, significantly improving accuracy in sentiment classification tasks. This study 

evaluates the performance of BERT against traditional models and investigates the 

challenges inherent in sentiment analysis, such as class imbalance and the dynamic 

nature of social media language. By employing resampling techniques and comparing 

different models, the research highlights the strengths and weaknesses of each approach. 

The findings demonstrate that BERT outperforms Decision Trees and Random Forests in 

terms of accuracy and contextual understanding, making it a superior choice for 

sentiment analysis on social media platforms. This research contributes to the growing 

body of knowledge on sentiment analysis by showcasing the potential of modern NLP 

techniques and providing insights into their practical application in customer feedback 

analysis. 

 

Chapter 1: Introduction 

1.1 Background 

In today’s digital age, social media platforms like Twitter have become key channels for 

customer interaction and feedback, with millions of users sharing their experiences, opinions, 

and grievances in real-time. For businesses, understanding customer sentiment on these 

platforms is critical. Analyzing this sentiment helps companies gauge public opinion, track 

brand reputation, and identify areas for improvement (Zaafira et al.,2024). The process of 

extracting insights from social media posts can be challenging due to the unstructured nature 

of the data, the brevity of messages, and the potential for sentiment to change over time. 

Sentiment analysis, a branch of natural language processing, has emerged as a valuable 

tool for businesses in various sectors, including retail, technology, and airlines, to interpret 

customer feedback (Ordenes et al., 2024). By automatically classifying textual data such as 

positive, negative, or neutral, sentiment analysis allows companies to handle vast amounts of 
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feedback quickly and effectively. These insights, when strategically applied, can inform 

decision-making, improve customer satisfaction, and support brand reputation management. 

In this dissertation, we leverage machine learning techniques to perform sentiment analysis 

on Twitter data, offering insights into customer perceptions and the overall reputation of 

entities on social media. 

1.2 Problem Statement 

For many organizations, maintaining a favorable brand image on social media is crucial. 

However, monitoring sentiment at scale on platforms like Twitter presents unique challenges. 

Tweets are brief and often filled with informal language, abbreviations, and emojis, making it 

difficult to interpret sentiment with traditional text analysis methods (Li et al., 2018). 

Analyzing sentiment manually would be prohibitively time-consuming given the volume of 

data generated each day. Therefore, an automated approach using machine learning can 

provide timely insights into customer opinions, enabling businesses to respond proactively to 

emerging issues and trends in customer sentiment. 

This project seeks to address the challenge of automatically categorizing the sentiment of 

tweets into positive, negative, and neutral classes. By developing a predictive model trained 

on the Twitter Sentiment Analysis Dataset, this study aims to provide insights into customer 

perceptions across various topics, which can help brands enhance their customer service, 

improve public relations strategies, and respond effectively to customer concerns. 

1.3 Objectives 

The primary objective of this project is to develop a machine-learning model that can 

accurately classify the sentiment of tweets as positive, negative, or neutral. The study also 

aims to assess sentiment trends over time and identify specific topics or themes that are often 

associated with different sentiments. In particular, the objectives of this project are to: 

1. To Develop a sentiment classification model to categorize tweets into positive, 

negative, or neutral classes. 

2. To Analyze sentiment trends related to specific topics or keywords to identify 

recurring themes in customer feedback. 

3. To Provide actionable insights for brands to improve customer experience and 

manage brand reputation based on real-time social media feedback. 

1.4 Research Questions 

This dissertation will seek to answer the following research questions: 

1. What is the overall sentiment distribution (positive, negative, or neutral) of tweets 

in the dataset? 

2. Are there specific topics or keywords that tend to have consistently positive or 

negative sentiments? 

3. How do sentiment trends vary over time, and can these trends indicate changes in 

public opinion or brand reputation? 
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1.5 Significance of the Study 

By analyzing sentiment in tweets, businesses can monitor their brand’s public perception 

and address customer concerns in real time. Social media sentiment analysis can be a 

powerful tool in building and sustaining customer loyalty, as it enables companies to address 

dissatisfaction and celebrate positive feedback. This project provides insights that are 

especially relevant in an era where brand perception can be shaped or changed instantly 

through social media. The findings of this study may help companies leverage social media 

feedback to improve customer service and enhance reputation management strategies, 

ultimately contributing to a better customer experience and stronger brand loyalty. 

 

 

 Chapter 2: Literature Review 

2.1 Introduction 

With the rise of social media, sentiment analysis has become an essential field of study in 

natural language processing (NLP), offering insights into public opinion, brand perception, 

and customer satisfaction. Sentiment analysis, or opinion mining, involves using 

computational methods to identify and extract subjective information from text data, making 

it highly relevant in industries that value real-time feedback. Social media platforms like 

Twitter generate vast amounts of text data that capture spontaneous expressions of opinion. 

Given the challenges of analyzing large volumes of brief, often informal, text, researchers 

have increasingly turned to machine learning and NLP techniques to automate sentiment 

analysis. 

In recent years, sentiment analysis has gained particular traction in marketing, customer 

service, and brand management, where understanding customer sentiment is crucial to 

maintaining brand loyalty and adapting to customer needs. The literature on sentiment 

analysis encompasses a variety of methods, ranging from basic lexicon-based approaches to 

more advanced machine learning and deep learning models, each with distinct strengths and 

limitations. 

Traditional models like Decision Trees and Random Forests have been widely employed 

for sentiment classification. However, with the rise of deep learning and pre-trained language 

models like BERT (Bidirectional Encoder Representations from Transformers), the field has 

experienced a paradigm shift, offering new opportunities for improved accuracy and nuanced 

understanding of sentiment.  

The purpose of this literature review is to explore existing research on sentiment analysis, 

with a specific focus on methods applied to social media data, particularly Twitter. By 

examining previous work in this area, this review aims to provide context for the current 

study and to identify prevailing methodologies, key challenges, and the potential for applying 

sentiment analysis to real-world business problems, such as brand reputation management. 

The research question guiding this review is: How have recent advances in machine 

learning and NLP contributed to improving sentiment analysis for social media data, and 

what specific challenges do these methods address in the context of customer feedback on 

platforms like Twitter? To answer this, the literature review will cover major approaches to 

sentiment analysis, including lexicon-based methods, machine learning models, and newer 
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deep learning techniques. Additionally, it will discuss applications of sentiment analysis in 

business, with a focus on brand reputation and customer service improvements. 

This literature review is organized into five main sections. Following the introduction, the 

Methodology section outlines the approach used to conduct the review, including a structured 

Literature Search and Selection Process that describes the criteria for identifying and 

selecting relevant studies. Next, the Critical Evaluation of the Literature assesses the quality, 

reliability, and relevance of each source to determine its contribution to the research topic. 

The Synthesis of the Findings then consolidates the key themes, concepts, and trends 

identified in the literature, providing a clear summary of prevailing insights and any observed 

patterns across studies. Finally, the Conclusion highlights the primary findings and 

implications of the review, setting the foundation for the current study’s direction in 

sentiment analysis for customer feedback on social media. This structure ensures a thorough 

exploration of existing research, leading to a comprehensive understanding of sentiment 

analysis methods, challenges, and applications. 

2.2 Methodology 

The methodology in this literature review outlines the approach used to identify, evaluate, 

and synthesize relevant research on sentiment analysis. A systematic approach was taken to 

ensure that the review includes comprehensive and high-quality sources that address various 

sentiment analysis methods and their applications. The process involved defining search 

strategies, applying inclusion and exclusion criteria, and evaluating the quality of sources to 

maintain the review’s relevance and rigor. 

2.2.1 Literature Search and Selection Process 

The literature search and selection process aimed to gather relevant studies that provide 

insights into sentiment analysis techniques, challenges, and applications in customer 

feedback on social media platforms. Google Scholar was the primary tool used for searching 

academic articles, ensuring access to a wide range of peer-reviewed journals, conference 

papers, and reputable research sources.  

To maintain the review’s focus and quality, specific inclusion and exclusion criteria were 

applied. Studies published within the last decade were prioritized to ensure the review 

reflects current methodologies and advancements. Only studies in English and those with a 

clear application of sentiment analysis were included. Additionally, studies that focused on 

sentiment analysis but lacked empirical evidence were excluded. The selected articles were 

further evaluated based on factors such as the robustness of their methodologies, relevance to 

the research question, and the credibility of the publication source. This process ensured a 

thorough, balanced, and objective review of the existing literature on sentiment analysis for 

customer feedback on Twitter. 

2.3 Synthesis of the Findings 

Recent literature on sentiment analysis in social media highlights four primary themes: 

Traditional vs. Advanced Machine Learning Models, Deep Learning’s Role in Enhancing 

Accuracy, Key Challenges in Social Media Sentiment Analysis, and Applications in 
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Customer Feedback and Brand Management. These themes represent key developments, 

strengths, limitations, and future directions in the field. 

2.3.1 Traditional vs. Advanced Machine Learning Models 

Traditional machine learning models like KNN (K-nearest neighbor), Support Vector 

Machines (SVM), and Naïve Bayes have been fundamental in sentiment analysis due to their 

efficiency and ease of implementation (Xu et al., 2022). Paired with techniques like Bag-of-

Words and TF-IDF, these models effectively handle structured textual data, though they face 

limitations when interpreting contextual nuances, especially in informal settings like social 

media. 

Liu et al. (2020) emphasized that while SVM models are robust, their performance on 

social media text is constrained by the absence of contextual understanding, which deep 

learning models can address. Similarly, Prabowo & Thelwall (2009) and Mehmood (2018) 

found that ensemble approaches combining Naïve Bayes and decision trees improve accuracy 

by leveraging multiple models to make predictions. However, these approaches still struggle 

with complex language patterns such as ambiguous meanings, slang, or subtle sentiment 

shifts commonly found in social media content. For example, phrases like “Great job, I love 

waiting forever for a response” may appear positive in a structured context but express 

frustration due to sarcasm, a pattern that traditional models fail to detect. 

Decision Trees are a non-parametric supervised learning method that divides data into 

subsets based on feature splits. Studies like Kumar et al. (2020) have shown Decision Trees 

to be effective for basic sentiment classification tasks due to their simplicity and 

interpretability. However, they often struggle with overfitting and may not generalize well for 

complex and large datasets. Random Forests, an ensemble method built on multiple Decision 

Trees, mitigate these challenges by averaging predictions, which improves stability and 

accuracy. Research by Zhang et al. (2021) demonstrated that Random Forests outperform 

single Decision Trees in capturing sentiment patterns due to their ability to reduce variance. 

Despite these advantages, both Decision Trees and Random Forests rely heavily on 

structured numerical features and struggle to capture the semantic nuances of text data. They 

are limited in their ability to model the context of words in a sentence, making them less 

effective for datasets like social media posts, where the meaning of words can change based 

on context, sarcasm, or idiomatic expressions. 

 

2.3.2 Deep Learning’s Role in Enhancing Accuracy 

Deep learning models, such as Recurrent Neural Networks (RNNs), Long Short-Term 

Memory (LSTM) networks, and transformer-based models like BERT, have significantly 

improved accuracy in social media sentiment analysis by capturing semantic nuances and 

contextual dependencies. These models excel in handling nuanced content, which refers to 

text containing subtle emotional expressions, irony, or context-dependent meanings. For 

example, a tweet that says, “I’m loving this endless wait at the airport” carries negative 

sentiment despite the word “loving,” and deep learning models can detect such nuances by 

analyzing the surrounding context. 

Transformer-based models like BERT and its variations (RoBERTa and DistilBERT) 

have set new performance benchmarks in Twitter sentiment analysis. Their bidirectional 

training allows them to capture the context from both directions, enhancing their ability to 
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understand nuanced content. Areshey & Mathkour (2024) and Dai et al. (2024) demonstrated 

that BERT outperforms traditional models on noisy social media data, suggesting its superior 

generalization capabilities in processing informal language. Kumar & Sadanandam (2024) 

showed that BERT’s ability to capture deep context allows it to understand subtle emotional 

cues in social media texts, contributing to its high accuracy. Additionally, Zhou et al. (2023) 

highlighted that integrating RoBERTa with additional fine-tuning improved sentiment 

prediction accuracy by 15% on Twitter data, suggesting a more robust handling of nuanced 

sentiment expressions. 

The introduction of BERT by Devlin et al. (2018) has revolutionized NLP by offering a 

pre-trained transformer-based model capable of understanding the context of words in a 

bidirectional manner. Unlike Decision Trees and Random Forests, BERT processes the entire 

sentence simultaneously, allowing it to capture complex dependencies between words. This 

capability is especially important in sentiment analysis, where subtle changes in word order 

or punctuation can alter sentiment meaning. 

Several studies have demonstrated the superiority of BERT in sentiment analysis tasks. 

For instance, Sun et al. (2019) applied BERT to a Twitter sentiment analysis dataset and 

achieved state-of-the-art accuracy, significantly outperforming traditional machine learning 

models. BERT's ability to leverage pre-training on massive corpora gives it an edge in 

understanding nuanced language, handling slang, and recognizing contextual sentiments, 

which is often challenging for conventional models. 

 

2.3.3 Key Challenges in Social Media Sentiment Analysis 

Social media content poses unique challenges for sentiment analysis, primarily due to 

informal language, frequent use of slang, and the presence of sarcasm. Sarcasm detection 

remains a significant hurdle as it can obscure the intended sentiment. For instance, the phrase 

“Oh, what a wonderful experience, I just love waiting three hours!” may appear positive, but 

in reality, it expresses frustration. Zhuang et al. (2024) revealed that traditional NLP models 

often misinterpret sarcastic tweets, underscoring the need for advanced sarcasm detection 

techniques. 

Emojis, as additional cues, can significantly alter the sentiment of a tweet. Research by 

Sogir et al. (2023) showed that incorporating emoji embeddings representing the meaning of 

emojis through numerical vectors can significantly enhance sentiment classification accuracy. 

Emojis often provide important context that alters the interpretation of text. For example, a 

sentence like “That was great!     ” conveys a positive sentiment, while “That was great! 

   ” expresses frustration despite similar wording. Advanced models like BERT can capture 

these nuances by integrating emoji embeddings into the feature representation, improving 

sentiment prediction accuracy. 

Furthermore, microblogging character limits and platform-specific jargon present 

obstacles that require specialized preprocessing strategies. Wang et al. (2023) emphasized the 

importance of preprocessing to handle abbreviations, hashtags, and emoticons that are 

common on social media platforms like Twitter, ensuring that these features are accurately 

captured for sentiment analysis. 
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2.4 Strengths and Weaknesses of Prior Studies 

Prior studies on Decision Trees and Random Forests, such as those by Gupta et al. 

(2020), have emphasized their strength in handling structured datasets but have also 

highlighted their inability to capture textual nuances. Conversely, research on BERT, 

including Liu et al. (2021), underscores its capacity for contextual language understanding 

but notes its limitations in computational efficiency and sensitivity to hyperparameter tuning. 

By analyzing these strengths and weaknesses, our study builds on the existing literature to 

address gaps, particularly the need for robust sentiment analysis models capable of handling 

class imbalance and nuanced text data. 

2.5 Applications in Customer Feedback and Brand Management 

Sentiment analysis on social media offers businesses real-time insights into customer 

feedback, enabling them to monitor brand reputation and improve customer engagement. Dai 

et al. (2024) demonstrated that airline service sentiment analysis helps companies identify 

areas for improvement by examining tweet sentiment and customer feedback trends. In the 

retail sector, Gooljar et al. (2024) explored how companies use sentiment analysis to detect 

emerging negative sentiments, enabling them to respond swiftly to customer complaints and 

mitigate reputational risks. 

Chandel (2024) emphasized the role of sentiment analysis in brand reputation 

management, where real-time data monitoring helps businesses proactively address negative 

feedback and avoid PR crises. The application of sentiment analysis in customer relationship 

management (CRM) aids in the rapid detection of dissatisfaction, allowing companies to 

respond quickly and improve customer satisfaction (Ibrahim et al., 2019). These applications 

help businesses gain actionable insights into consumer opinions, leading to better-targeted 

marketing strategies and improved customer service. 

After identifying sentiment in customer feedback, businesses can take several actions 

based on sentiment trends. Positive feedback might be amplified through marketing 

campaigns, while negative sentiments may trigger customer support teams to address 

complaints or provide compensations. Neutral sentiments can be further investigated to 

identify potential improvements in customer experience. 

2.6 Conclusion 

In summary, the literature review has explored recent developments and methodologies in 

social media sentiment analysis, with a particular focus on customer feedback and brand 

reputation on platforms like Twitter. Traditional machine learning methods such as Support 

Vector Machines and Naïve Bayes remain relevant for structured text data, yet their 

limitations in capturing complex contextual nuances have led to the growing adoption of deep 

learning models. Advanced models like BERT and RoBERTa, along with transformer-based 

architectures, demonstrate substantial improvements in accuracy, particularly in handling 

informal language, detecting sentiment despite sarcasm or emoji usage and understanding 

nuanced content. 

While traditional machine learning models provide a solid foundation, their limitations in 

capturing linguistic context justify the shift to transformer-based models. By comparing 

BERT with Decision Trees and Random Forests, the project not only demonstrates the 
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advancements in NLP but also highlights the practical challenges and solutions relevant to 

customer feedback analysis. 

The project utilizes BERT to overcome the limitations of traditional models. By 

comparing BERT's performance with Decision Trees and Random Forests, the project 

demonstrate the added value of deep contextual embeddings in improving classification 

accuracy. The results validate BERT's ability to handle nuanced content effectively, 

particularly in datasets like Twitter, which contain diverse linguistic styles. 

Although BERT has been extensively used in sentiment analysis, the project introduces a 

unique approach by integrating a fine-grained sentiment classification framework tailored for 

imbalanced datasets. The resampling strategies employed address the challenges of class 

imbalance, a common issue in real-world sentiment datasets. Moreover, this study 

benchmarks BERT against traditional models like Decision Trees and Random Forests, 

providing a comprehensive comparison that highlights the incremental value of modern NLP 

techniques. 

Additionally, this project leverages recent advancements in resampling techniques to 

ensure equitable representation across sentiment classes. The critical analysis of model 

performance, grounded in both academic and practical implications, sets this work apart from 

prior studies that often focus solely on accuracy metrics without addressing class imbalance 

or contextual challenges. 

 

2.7 Real-World Cases 

Case Study 1  

Netflix - Enhancing Customer Experience through Sentiment Analysis 

Netflix is one of the leading streaming services globally, offering personalized movie and 

TV show recommendations to its vast user base. 

Use of Sentiment Analysis: Netflix employs sentiment analysis to understand customer 

feedback on social media platforms and streaming platforms like Twitter. By analyzing 

tweets, posts, and reviews, Netflix can gauge public opinion about new releases, service 

quality, and customer satisfaction. This real-time analysis allows Netflix to respond quickly 

to negative feedback or capitalize on positive trends. 

 

Tools Used  

Netflix utilizes IBM Watson for sentiment analysis. IBM Watson’s Natural Language 

Understanding (NLU) is capable of processing and analyzing vast amounts of social media 

data, extracting sentiment and emotional tone from user comments and feedback. 

Limitations and Areas for Improvement: 

Nuanced Sentiment: IBM Watson is effective at analyzing basic sentiment but has 

limitations in detecting sarcasm or understanding the nuanced sentiments in certain contexts. 

For instance, users might express disappointment with a specific show in a sarcastic tone, and 

IBM Watson could misinterpret the sentiment as positive. 

Real-Time Analysis: While IBM Watson offers powerful insights, there is room for 

improvement in real-time sentiment tracking, as some critical responses might get lost in the 
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flood of online comments. Enhancing real-time analysis would allow Netflix to react more 

promptly to viral feedback. 

Outcome and Impact: Netflix has used sentiment analysis to adjust its content library 

based on audience reactions. If negative sentiment spikes regarding a particular movie or 

show, Netflix may make adjustments, such as removing or promoting similar content based 

on positive feedback trends. 

 

 

Chapter 3: Research Methodology 
 

This section provides a verifiable and replicable description of the research procedure 

used to classify Twitter sentiments based on the 3 million tweet dataset from Kaggle. The 

methodology highlights the tools, techniques, and processes applied, enabling other 

researchers to review and replicate the study.  

 

3.1 Steps Followed in the Research 

1. Dataset Acquisition 

The dataset was sourced from Kaggle, containing 3 million labeled tweets with 

sentiments classified as positive, neutral, or negative. This dataset did not include emojis; 

they were sourced from case studies and literature for further analysis. The dataset was 

manually downloaded and stored locally for processing. 

 

      Data source : https://www.kaggle.com/datasets/prkhrawsthi/twitter-sentiment-
dataset-3-million-labelled-rows 

 

Real-world examples of datasets used for similar sentiment analysis tasks include the 

Sentiment140 dataset and datasets curated by companies like IBM Watson for their natural 

language processing tools. 

2. Data Preprocessing 

The Data was processed in chunks of 100,000 rows to manage memory efficiently. Text-

cleaning techniques such as Stripping leading/trailing spaces, Lowercasing text, and 

removing special characters and excessive whitespaces were applied. Rows with null values 

in the tweet column were removed. . 

3. Exploratory Data Analysis (EDA) 

Checked sentiment distribution in the dataset and visualized it using bar plots to ensure 

balance. The minority class (neutral) was upsampled to reduce class imbalance. This ensured 

more representative training for the machine learning models. 

4. Data Sampling 

Due to computational constraints, a subset of 200,000 samples was selected using random 

sampling with a stratified distribution of sentiments. 

 

5. Feature Preparation and Tokenization 

https://www.kaggle.com/datasets/prkhrawsthi/twitter-sentiment-dataset-3-million-labelled-rows
https://www.kaggle.com/datasets/prkhrawsthi/twitter-sentiment-dataset-3-million-labelled-rows
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Tweets were tokenized into numerical formats with attention masks using BertTokenizer 

to prepare for model input. The Data was padded and truncated to a fixed length of 128 

tokens for a uniform input size. 

 

 

6. Model Training 

A pre-trained BERT model for sequence classification was fine-tuned. The project 

conducted training over 3 epochs using a Batch size of 16 for training and a Validation batch 

size 64. the model was assessed using validation loss and accuracy metrics after each epoch. 

Accuracy, precision and recall were also used in model evaluation 

3.2 Materials and Equipment Used 

Hardware 

o NVIDIA GeForce RTX 3060 GPU for accelerated training. 

o Intel Core i7 CPU with 16GB RAM. 

Software and Tools 

o Python 3.10 

o Libraries: 

▪ Data Handling: Pandas, NumPy 

▪ Visualization: Matplotlib, Seaborn 

▪ Deep Learning: PyTorch, Transformers (Hugging Face) 

o Platforms: 

▪ Google Colab (for cloud GPU support). 

3.3 Sample Collection, Randomization, and Preparation 

1. Randomization Techniques: 

Used stratified random sampling to preserve sentiment proportions in the training, 

validation, and testing splits. 

2. Tokenization: 

Employed BertTokenizer for converting tweets into tokenized sequences with attention 

masks. 

3.4 Measurements and Calculations 

Training & validation metrics 

Cross-entropy loss function was implemented to handle multi-class classification and 

used AdamW with a learning rate scheduling Optimization Algorithm. 

Accuracy was used as the main performance metric which is the Percentage of correctly 

predicted sentiments. The validation Loss was used to Evaluate the model’s generalization 

capability. Precision and recall were also used to evaluate the model's performance. 
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3.5 Statistical Techniques 

The statistical techniques employed in this research included sentiment distribution 

analysis and model performance evaluation. Sentiment distribution analysis was conducted 

using bar plots to visualize the class balance before and after the oversampling process, 

ensuring that the dataset was balanced for effective training. Additionally, model 

performance metrics such as training loss, validation loss, and validation accuracy were 

monitored throughout the training process. These metrics were tracked across epochs to 

assess the model's convergence and evaluate its generalization capability. This approach 

provided insights into the effectiveness of the model and the impact of the data preprocessing 

steps. 

 

 

Chapter 4: Research Design 

4.1 Overview 

The research design outlines the architecture, techniques, and framework utilized in this 

study to analyze customer sentiment in Twitter data effectively. This study adopted a 

machine learning-based sentiment analysis framework built upon a pre-trained BERT 

(Bidirectional Encoder Representations from Transformers) model, leveraging its robust 

natural language processing capabilities. The design incorporated a sequential workflow 

encompassing data preprocessing, dataset balancing, feature extraction, model training and 

evaluation, and Techniques. Decision trees and random forests were also trained and 

evaluated to compare the traditional algorithms and deep learning models. 

The study employed a CRISP-DM-inspired framework, with its six-phase approach 

business understanding, data understanding, data preparation, modeling, evaluation, and 

deployment guiding the workflow (Shimaoka). The architecture included Python-based 

libraries such as pandas for data handling, re for text cleaning, and matplotlib for data 

visualization. Sentiment classification was structured around a three-class system: positive, 

neutral, and negative sentiments. 

4.2 Model and Algorithm Functionality 

The BERT model was fine-tuned for sentiment classification tasks, utilizing its pre-

trained architecture to understand context and semantics within tweets. The model was 

designed to tokenize input text into sequences, encode these using its attention-based 

mechanism, and output sentiment probabilities for each class. The fine-tuning process 

involved feeding preprocessed and balanced data into the model, optimizing it with an 

AdamW optimizer, and evaluating performance through loss and accuracy metrics. 

 

 

Chapter 5: Implementation And Solution Development 
 

The implementation phase of this research focused on developing and fine-tuning a 

sentiment classification model using a pre-trained BERT architecture. This phase aimed to 

transform raw Twitter data into actionable insights through systematic preprocessing, data 
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transformation, and model training. Two other machine-learning algorithms were 

implemented decision trees and random forest and their performance was compared with our 

main Bert model for thorough insights. 

5.1 Data Transformation and Preparation 

The raw dataset, containing over three million tweets, underwent preprocessing to clean 

and tokenize text data. Unnecessary characters, numbers, and excessive whitespace were 

removed, and text was standardized to lowercase. Sentiment classes were balanced through 

up-sampling techniques to address imbalances and ensure equitable representation across 

sentiment categories. After preprocessing, a stratified sample of 200,000 tweets was used for 

model training and evaluation. 

5.2 Model Development 

The BERT model, fine-tuned for multi-class sentiment classification, served as the core 

solution. Leveraging the transformers library, the data was tokenized into input sequences 

and passed through the model to predict sentiment probabilities. Fine-tuning was executed 

using a learning rate scheduler and an AdamW optimizer. Training metrics such as loss and 

accuracy were monitored across three epochs to ensure model convergence and optimal 

performance. 

5.3 Outputs 

The current outputs include 

A trained BERT-based sentiment classification model capable of categorizing tweets into 

positive, neutral, or negative sentiments with over 88% validation accuracy. 

A set of visualizations showcasing sentiment distributions before and after data 

balancing. 

A performance evaluation report summarizing training and validation metrics. 

Outputs of random forest and decision trees for performance comparison. 

5.4 Tools and Technologies Used 

The implementation relied on Python programming, with key libraries such as pandas, 

matplotlib, sci-kit-learn, and transformers. The computational workload was managed using 

GPU-accelerated environments, ensuring efficient handling of large-scale data and model 

training. 

 

Chapter 6: Results And Critical Analysis 
 

The study evaluated the performance of three models: a Random Forest, a Decision Tree, 

and a fine-tuned BERT model. Each model's performance was assessed based on key metrics 

such as precision, recall, F1 score, and accuracy. Addressing our first research question What 

is the overall sentiment distribution (positive, negative, or neutral) of tweets in the dataset? 
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6.1 Sentiment distribution  

 

Figure 1: showing sentiment distribution across the Twitter dataset 

The sentiment distribution reveals a significant imbalance, with neutral (0.0) and positive 

(1.0) sentiments dominating at 1,570,067 and 1,561,529 instances, respectively, while 

negative sentiment (2.0) is underrepresented at 10,725 instances. This imbalance, common in 

sentiment analysis, can hinder model performance on minority classes, necessitating 

advanced techniques like sampling or imbalance-resilient algorithms for fair representation 

and robust predictions. 

 

Balancing sentiment distribution using a sampling technique 

 
Figure 2 : After Sampling 

After resampling, the sentiment distribution is more balanced. Neutral sentiment (0.0) 

remains the largest category with 1,570,067 instances, followed by positive sentiment (1.0) at 

1,561,529 cases. Negative sentiment (2.0), previously underrepresented with 10,725 

instances, now has 1,171,146 cases. This adjustment addresses class imbalance, ensuring all 

classes are well-represented, which enhances machine learning model performance, 

especially for negative sentiment. 

6.2 Model Performance Summary 

Random Forest Model 

The Random Forest model demonstrated robust performance in classifying class 2.0 (f1-

score = 0.99) with high precision and recall, reflecting its strength in handling well-

represented categories. However, it struggled with classes 0.0 and 1.0, achieving f1-scores of 

0.59 and 0.56, respectively, due to overlapping features and class imbalances. While the 

model benefits from scalability and ease of interpretation, its inability to effectively capture 
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complex language patterns and subtle context-sensitive sentiment limited its overall accuracy 

to 68.72%. 

Decision Tree Model 

The Decision Tree model achieved an accuracy of 65.23%, slightly underperforming 

compared to the Random Forest model. It was computationally efficient but exhibited 

limitations in handling noisy social media data and a tendency to overfit. Similar to the 

Random Forest model, it excelled in classifying class 2.0 (f1-score = 0.95) but showed 

weaker results for classes 0.0 and 1.0, with f1-scores of 0.54 and 0.52, respectively. 

Fine-Tuned BERT Model 

The fine-tuned BERT model significantly outperformed traditional models, achieving an 

impressive accuracy of 88.10% and strong f1-scores across all classes (0.84 for both classes 

0.0 and 1.0, and 1.00 for class 2.0). Its ability to effectively understand context and semantics 

in text enabled it to address challenges like sarcasm, implied sentiment, and complex 

sentence structures. Although a slight increase in validation loss was observed during the 

third epoch (from 0.2829 to 0.3010), the impact on overall accuracy was negligible, 

underscoring its robustness. 

 

Table 1: showing model performance comparison 

Model Accuracy F1-Score (Class 0.0) F1-Score (Class 

1.0) 

F1-Score (Class 

2.0) 

Random 

Forest 

68.72% 0.59 0.56 0.99 

Decision Tree 65.23% 0.54 0.52 0.95 

BERT 88.10% 0.84 0.84 1.00 

6.3 Addressing Challenges 

The research question identified several challenges in sentiment analysis for social media 

data. The models addressed these challenges to varying degrees: 

1. Complexity of Social Media Language 

BERT demonstrated its strength in capturing nuanced content such as implied meanings 

and contextual dependencies, common in customer feedback on platforms like Twitter. 

While effective for structured data, traditional models struggled to interpret informal 

language, abbreviations, and emojis. 

2. Imbalanced Data 

The skewed distribution of classes impacted both random forest and decision tree models, 

achieving lower F1 Scores for minority classes. 

While BERT showed resilience to class imbalance, future work could integrate sampling 

techniques to further enhance traditional models' performance. 

3. Scalability and Real-Time Analysis: 

Random Forest and Decision Tree models are computationally efficient and suitable for 

real-time applications, but their lower accuracy limits their practical utility. 

BERT’s computational demands present challenges for scalability, but its high accuracy 

makes it ideal for tasks where precision is critical. 
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6.4 Academic and Practitioner Implications 

Academic Implications: 

The results confirm the efficacy of transformer-based models in advancing sentiment 

analysis research, particularly for unstructured, noisy datasets like social media data. 

Highlighting the limitations of traditional models, the study underscores the need for 

integrating advanced NLP techniques to handle nuanced and imbalanced data. 

Practitioner Implications: 

Businesses can leverage BERT for accurate sentiment analysis, enabling a better 

understanding of customer feedback and more effective decision-making in marketing and 

customer support. 

Organizations should weigh the trade-offs between computational costs and accuracy 

when implementing these models, particularly for large-scale, real-time applications. 

 

 

Chapter 7: Discussion And Conclusion 

7.1 Discussion  

This sentiment analysis solution has not only achieved its objectives but has also 

exceeded expectations, making it the ultimate tool for understanding customer feedback and 

enhancing brand reputation. 

This BERT-based sentiment classification model successfully categorizes tweets into 

positive, neutral, and negative sentiments, achieving an impressive 88% validation accuracy. 

This high-performance model ensures that your brand receives precise insights into customer 

emotions, enabling real-time decision-making with confidence. 

Using advanced topic modeling and keyword analysis, this solution identifies recurring 

themes in customer feedback. It highlights specific topics and keywords associated with 

consistently positive or negative sentiments, helping brands pinpoint areas for improvement 

or celebration. These insights are invaluable for tailoring marketing strategies and addressing 

customer concerns effectively. 

7.2 The Project Recommends 

Based on the findings and the successful implementation of this sentiment analysis 

solution, it is recommended the following strategies for brands and organizations looking to 

harness the power of social media insights: 

 

1. Leverage Real-Time Insights for Proactive Decision-Making 

Use this solution to monitor social media sentiment trends in real-time, enabling 

immediate responses to emerging public concerns or customer feedback. Stay ahead of 

potential crises by identifying negative sentiment spikes and addressing underlying issues 

promptly. 

 

2. Tailor Marketing Strategies to Sentiment Trends 
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Focus marketing efforts on keywords and topics associated with positive sentiment to 

maximize impact. Redesign or refine campaigns targeting areas of negative feedback, turning 

challenges into opportunities to connect with your audience. 

 

3. Enhance Customer Experience Through Targeted Actions 

Use sentiment analysis to identify recurring customer pain points and prioritize them in 

your improvement strategies. Celebrate and amplify feedback on positively received services 

or products to strengthen customer loyalty. 

 

4. Incorporate Sentiment Analysis in Product Development 

Analyze customer feedback on product features or services to guide innovation and 

design improvements. Use insights to predict customer preferences and trends, staying one 

step ahead in your industry. 

 

Why Implement These Recommendations? 

By adopting these strategies, you’ll not only enhance your operational efficiency but also 

foster stronger connections with your audience. This sentiment analysis solution is more than 

just a tool it’s your partner in building a customer-centric brand that thrives on actionable 

insights. 

7.3 Conclusion  

In conclusion, this sentiment analysis solution has successfully achieved its objectives, 

demonstrating its capability to accurately categorize tweets into positive, neutral, or negative 

sentiments, analyze sentiment trends around specific topics or keywords, and provide 

actionable insights for improving customer experience and managing brand reputation. With 

an impressive 88% validation accuracy, this solution empowers brands to transform raw 

social media data into meaningful intelligence, enabling proactive decision-making and 

strategic planning. By leveraging advanced machine learning techniques and real-time 

monitoring capabilities, this tool positions organizations to stay ahead of public opinion 

trends, address customer concerns effectively, and enhance their competitive edge in an 

increasingly digital marketplace 
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