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1. Introduction 

 
This guide details how to reproduce the research on the improvement of FMCG 
operations through machine learning. The research tackles problems such as low 
accuracy in sales forecasting, inefficient analysis of customer behavior, and poor stock 
management. With the use of ML models such as Random Forest, K-Means clustering, 
and Reinforcement Learning, the study gives a holistic framework for sales forecasting, 
customer segmentation, and inventory optimization. All details about the packages and 
software that would be used, along with all configurations required, ensure that the 
system provides an experimental environment, similar results. 

 

2. Deployment Environment 

 
2.1 Hardware Specification 

• Processor: Intel Core i7 or equivalent 

• RAM: 16 GB or higher 

• GPU: NVIDIA RTX 2060 or higher (optional for training 

Reinforcement Learning models). 

2.2 Software Specification 

• Operating System: Windows 10/11, macOS, or Linux-based OS 

• Programming Language: Python 3.11 

• IDE: Google Colab Notebook (with Python extension) 

2.3 Python Libraries Required 

Here are the Python libraries used in the provided code snippets: 

Core Python Libraries: 

• pandas: For data manipulation and analysis. 

• NumPy: For numerical operations, especially array operations. 

Data Visualization Libraries: 

• Seaborn: For statistical data visualization. 

• Matplotlib: For creating static, animated, and interactive visualizations. 

Machine Learning Libraries: 

• scikit-learn: For various machine learning algorithms, including:  

o Random Forest Regression 
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• XGBoost: For gradient boosting algorithms. 

Other Libraries: 

• warnings: For filtering out warning messages. 

These libraries work together to provide a comprehensive toolkit for data analysis, 

visualization, and machine learning tasks. 

 

 

Figure 1: Libraries Imported 

 
 

3. Data Source 

 

The dataset for this project is sourced from Montgomery County Warehouse and Retail 
Sales Dataset. It includes historical records of retail, transfer, and warehouse sales, along 
with product and category details. 
 
Dataset Preparation 
1. Accessing the Dataset: 

o Download the dataset directly from the provided link. Ensure that it is saved 
in a compatible format such as .csv for easy processing. 

2. Dataset Structure: 
o Retail Sales Data: Contains sales volumes and revenue for various products 

at retail outlets. 
o Warehouse Data: Includes inventory levels, shipments, and product 

availability. 
o Transfer Data: Tracks movements between warehouses and retail outlets. 

3. Data Cleaning and Preprocessing: 
o Handle Missing Values: Impute missing data points using mean, median, or 

other relevant techniques. 
o Normalize Sales Data: Scale numerical features like sales volumes and 

revenue to a standard range. 
o Categorical Encoding: Convert product categories and other qualitative data 

using one-hot or label encoding. 
4. Feature Selection: 

o Identify important features like sales trends, seasonal factors, and customer 
segments that influence sales and inventory decisions. 
 

 

https://data.montgomerycountymd.gov/Community-Recreation/Warehouse-and-Retail-Sales/v76h-r7br/data_preview
https://data.montgomerycountymd.gov/Community-Recreation/Warehouse-and-Retail-Sales/v76h-r7br/data_preview
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Figure 2: Handling missing values and cleaning 

 

 

4. Project Code Files 

Main Colab Files Content: 

1. Data Pre-processing: Handles data cleaning, encoding, and feature scaling. 
2. Model Training: Includes the implementation of Linear Regression, Decision Tree, 

Random Forest, Gradient Boosting, XGBoost, and ANN. 
3. Performance Evaluation: Calculates evaluation metrics for each model. 
4. Results Visualization: Compares model performance using graphs and charts. 

 

5. Data Preparation 

 

5.1 Extracting Data 

Loading the datasets from CSV file uploaded: 

 

 

 

Figure 3: Loading the datasets 

 

 

5.2 Data Pre-processing 

• Handling Missing Values: Impute missing data using mean/median or interpolate. 

• Data Separation: separating the data variables. 

• This format is repeated for every model building code as well as EDA. 
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Figure 4: To handle duplicate values 
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Figure 5: EDA  

 
 

6. Model Building 

 

• Sales Forecasting 

Train multiple ML models to predict sales 

 

• Customer Behaviour Analysis 

Segment customers using K-Means clustering 

 

• Inventory Optimization 
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Optimize inventory using Reinforcement Learning 

 

 

Figure 6: Model training with multiple ML models for prediction of sales 
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Figure 7: Code for analysing customer behaviour by performing K means clustering 

 

 

 

Figure 8: Season based forecasting code snippet to predict the stock 

 

7.3 Evaluation 

Metrics Calculated: 

• Sales Forecasting: RMSE, R² 

• Customer Segmentation: Silhouette Score 

• Inventory Optimization: Profit, Stockout Rate 
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Figure 9: Results for Models 
 
 

7. Results and Visualizations 

 

•   Sales Forecasting: 

Random Forest achieved the best performance with the lowest RMSE and highest 

R^2. 

•  Customer Segmentation: 

K-Means clustering provided meaningful segments, aiding stock and sales outlet 

management. 

•  Inventory Optimization: 

Reinforcement Learning minimized holding costs and stockouts, maximizing profit. 

 

  

Figure 10: RMSE and R2 comparison 
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Figure 11: Resulting visualization for Elbow Method 

 

 

Figure 12: Heatmap for retail sales 

 

 

 


