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1 System Requirements 

1.1 Hardware Requirements: 

• Processor: Intel Core i5 or higher (or equivalent AMD Ryzen) 

• Memory: 8 GB RAM minimum (16 GB recommended) 

• Storage: 20 GB free disk space 

• GPU: NVIDIA GPU with CUDA support for LSTM training (e.g., NVIDIA GTX 

1050 or higher) 

1.2 Software Requirements: 

• Operating System: Windows 10, macOS, or Linux 

• Programming Environment: Python 3.8 or higher 

• Required Libraries: 

o NumPy 

o Pandas 

o Matplotlib 

o Seaborn 

o TensorFlow/Keras (for LSTM and Hybrid ARIMA-LSTM) 

o Statsmodels (for ARIMA and SARIMA) 

o Scikit-learn (for Linear Regression) 

o Jupyter Notebook 

• Cloud Resources (optional): Google Colab or similar for GPU-based training 

o Import following librares 
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2 Dataset and Preprocessing 

2.1 Dataset Sources: 

❖ Historical stock price data for AIB and BOI banks collected from their official 

websites. 

❖ Supplementary macroeconomic indicators sourced from publicly available 

repositories like the Central Statistics Office Ireland. 

2.2 Preprocessing Workflow: 

1. Data Cleaning: 

❖ Handling missing values (imputation or removal). 

❖ Removing outliers using statistical thresholds. 
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2. Data Transformation: 

❖ Log scaling to stabilize variance. 

❖ Differencing to achieve stationarity (for ARIMA/SARIMA). 

3. Feature Engineering: 

❖ Creating lagged variables, rolling averages, and Bollinger Bands. 

❖ Normalizing features using Min-Max scaling for LSTM compatibility. 
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4. Data Splitting: 

❖ Training data: Historical data up to May 2024. 

❖ Testing data: Data from June 2024 onward. 
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3 Model Configuration 

3.1 Linear Regression Configuration: 

• Parameters: fit_intercept=True, positive=True 

• Evaluation Metrics: RMSE, R², MAE 
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ARIMA/SARIMA Configuration: 

• Best Order for ARIMA (AIB): (3, 1, 5) 

• Seasonal Component for SARIMA (if applicable): (p, d, q, m) 

• Tuning Criteria: AIC, BIC 
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LSTM Configuration: 

• Architecture: 2 LSTM layers with 128 units each, followed by a dense output layer. 

• Optimizer: Adam with a learning rate of 0.001 

• Epochs: 50 

• Batch Size: 32 

• Dropout: 0.2 
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Hybrid ARIMA-LSTM Configuration: 

• Workflow: 

1. ARIMA model trained to predict linear components. 

2. Residuals passed to LSTM for modeling non-linear dependencies. 

• Combined predictions integrated into a final output. 
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