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Configuration Manual

Akimuddin Aslam Shaikh
x22123245

1 Introduction

The configuration manual provide details of all the software and hardware that was
necessary for the project. It also share the details of the required libraries for models
building, importing necessary libraries and all other important aspects of the code that
assisted in machine learning computation and visualization.

2 Hardware Specifications

Figure 1 , Figure 2, Figure 3 provides the hardware configuration of laptop device used
for the project.

Figure 1: System confugration

3 Software and language Used

Software: Google Colab Pro
Language: Python
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Figure 2: device specification

Figure 3: windows specification

4 Python Libraries Used

4.1 File Handling and Data Management

Figure 4 shows us the file management, directories, and data operations Libraries.

Figure 4: File Handling and Data Management Libraries

4.2 Data Visualization

Figure 5 depicts libraries to plot visualization thoguh graphs and images.

4.3 Image Processing

Figure 6 demonstrate libraries for image processing and handling image data.
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Figure 5: Data visualization libraries

Figure 6: Image Processing Libraries

4.4 Machine Learning Utilities

Figure 7 represent tools for machine learning, clustering, dimensionality reduction, and
evaluation.

Figure 7: Machine Learning Libraries

4.5 Deep Learning

Figure 8 illustrate libraries for pretrained models and utilities for deep learning.

4.6 Classification Models

Figure 9 represent libraries for building and training classification models.

4.7 Progress Monitoring

Figure 10 shows the usage of tqdm to track progress during iterations.

4.8 Data Analysis

Figure 11 represent libraries for analyzing and handling data.
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Figure 8: Deep learning Libraries

Figure 9: Classification Models Libraries

4.9 External Library Management

Figure 12 shows the libraries to install and manage library versions

5 Dataset

The liver dataset was downloaded from kaggle website. It contain 19261 unlabel image
files grouped in subfolders. The overview of the dataset is shown in Figure 13

Dataset Link: https://www.kaggle.com/datasets/anassbenfares/liver-images/data

6 Code implementation snippet

6.1 Data Collection and Extraction

Figure 14 shows the Snippet code for mounting Google Drive and extracting dataset from
zipped file.

6.2 Data Preprocessing

Figure 15 provide us with the snippet code for prepocessig all the images into batches for
efficient processing and reducing memory overhead.

6.3 Feature Extraction

6.3.1 GLCM Feature

Figure 16 depicts the code for calculating texture-based features using GLCM.

6.3.2 ResNet50 Features

Figure 17 depicts the code for extracting features using a pretrained ResNet50 model.
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Figure 10: Progress Monitoring Libraries

Figure 11: Data Analysis Libraries

6.4 Clustering

6.4.1 KMeans Clustering

Figure 18 shows the Snippet code of applying KMeans for unsupervised clustering.

6.4.2 Agglomerative Clustering

Figure 19 shows the Snippet code of Performing hierarchical clustering.

6.5 Classification

6.5.1 Random forest

Figure 20 shows the Snippet code for training and evaluating a Random Forest classifier
and displays classification reports for the same.

6.5.2 XGBoost

Figure 21 shows the Snippet code for training and evaluating an XGBoost classifier and
displays classification reports for the same.

6.5.3 Support Vector Machine

Figure 22 shows the Snippet code for training and evaluating an SVM classifier and
displays classification reports for the same.

6.6 Data Visualization

6.6.1 Pixel Intensity Analysis

Figure 23 display the Snippet code for plotting the pixel intensity distribution.

6.6.2 PCA Visualization

Figure 24 display the Snippet code for reducing dimensions with PCA and visualizing
clusters.
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Figure 12: External Libraries

Figure 13: Liver dataset Overview

6.7 Cross Validation

Figure 25 display the code for cross validation to keep consistency for all the stages of
performance.
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Figure 14: Data Collection and Extraction

Figure 15: Data Preprocessing code

Figure 16: GLCM Feature Extraction
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Figure 17: ResNet50 Features

Figure 18: KMeans Clustering

Figure 19: Agglomerative Clustering
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Figure 20: Random forest

Figure 21: XGBoost

Figure 22: SVM
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Figure 23: Pixel Intensity distribution code

Figure 24: PCA Visualization code

Figure 25: Cross validation
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