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Configuration Manual for Solar-Net: Leveraging  

Transformers for Enhanced Solar Power  

Prediction  

  

Akif Roshan Shaik  

Student ID: 23204231  
  

  

1. Introduction  
This manual provides a comprehensive guide to configuring the Solar-Net research framework 

for enhanced solar power prediction using machine learning (ML) and deep learning (DL) 

models, with a focus on leveraging Transformers. The steps outlined here include library 

imports, data preparation, preprocessing, model building, and evaluation. The models used in 

this research include Support Vector Regression (SVR), Random Forest Regression (RF), 

Gradient Boosting Machine (GBM), LSTM, and a Transformer-based model called Solar-Net.  

  

2. System Specification  
Before running the models, ensure your system meets the following requirements:  

⚫ Operating System: Windows, Linux, or macOS  

⚫ Python Version: 3.8 or higher  

⚫ RAM: Minimum of 8GB  

⚫ Processor: Intel i5 or equivalent (recommended for faster computation)  

⚫ Disk Space: At least 10GB of free disk space  

⚫ These specifications will ensure that the system can handle the computational demands of 

training and deploying the deep learning model, especially when using large datasets and 

complex neural network architectures.  

  

3. Required Libraries and Dependencies:  
To run the experiments, you must install the necessary Python libraries. You can install them 

using pip by running the following command in your terminal or command prompt:  

⚫ NumPy: For numerical computing.  

⚫ Pandas: For data manipulation.  

⚫ Scikit-Learn: For standard machine learning algorithms.  

⚫ TensorFlow/Keras : For LSTM and deep learning models.  

⚫ Matplotlib and Seaborn: For visualizing results.  

⚫ Scikit-Optimize: For hyperparameter tuning.  

⚫ Plotly: For Visualization results  

⚫ Scikeras: for integrating Keras with scikit-learn ⚫  SciPy: for scientific calculations 

(e.g., z-scores)  
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4. Execution of the Code Implementation   
  

Step 1: Import Libraries  

Begin by importing the necessary libraries for data analysis, preprocessing, model training, and 

evaluation.  

 
Step 2: Load and Explore the Data  

Download and load the Solar Power Generation Dataset from Kaggle. The dataset is available 

at:  

  

https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset  

 
Step 3: Data Preprocessing & Exploratory Data Analysis (EDA) ⚫ 

 Remove outliers using the Z-score method.  

⚫ Visualize relationships between the features and target variable (generated power).  

⚫ Perform correlation analysis and generate heatmaps to understand feature dependencies.  

  

  

  
  

  

  
  

https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset
https://www.kaggle.com/datasets/stucom/solar-energy-power-generation-dataset


3  

  

  

 
   

 

 
Step 4: Feature Engineering  

⚫ Feature Scaling: Normalize the features using StandardScaler to prepare the data for 

machine learning algorithms.  

⚫ Train-Test Split: Divide the dataset into training and testing sets for model evaluation.  
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5.1 Support Vector Regression (SVR)  

⚫  Use grid search to tune the hyperparameters of the Support Vector Regression model. 

⚫  Train and evaluate the SVR model using cross-validation.  

 
5.2 Random Forest Regression  

⚫  Similar to SVR, use grid search to tune the Random Forest model and evaluate it.  

 

  
  

Step 5: Machine Learning Model Training   
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5.3 Gradient Boosting Machine (GBM)  

⚫  Use grid search to tune the Gradient Boosting model and evaluate it.  

 
6.1 Long Short-Term Memory (LSTM)  

⚫ Reshape data for time series modeling.  

⚫ Build an LSTM model using Sequential API from Keras.  

 
6.2 Transformer Model (Solar-Net)  

⚫ The Transformer model uses attention mechanisms to improve the prediction of solar 

power generation.  

⚫ Implement the Solar-Net model using Keras Tuner for hyperparameter optimization.  

 

  

  
  

Step 6: Deep Learning Models   
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Step 7: Comparison of Machine Learning Models  
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Running the Experiments  

⚫ Data Preparation: Preprocess the dataset, handle missing values, normalize the data, 

and split it into training and testing sets.  

⚫ Model Training: Train each model (SVM, Random Forest, Gradient Boosting, LSTM, 

Solar-Net Transformer) using the specified configurations.  

⚫ Model Evaluation: After training, evaluate each model’s performance using the 

metrics mentioned above.  

⚫ Comparative Analysis: Analyze the results (R², MSE, MAE) across different dataset 

split ratios (70:30, 75:25, 80:20).  
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This manual has outlined the necessary steps to configure and run the machine learning & deep 

learning models for solar energy prediction. By following this guide, users can replicate the 

research and experiment with different configurations to further optimize the models.  

  

References  
Python: https://www.python.org  

Dataset Source: https://www.kaggle.com/datasets/stucom/solar-energy-power-

generationdataset  
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