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1 Hardware Requirements 

The hardware used for this research study is an Asus TUF Gaming F15 with 8GB RAM 

and an operating system, as shown below: 
 

Figure 1: Hardware Requirements 

2 Software Requirements 

To implement this thesis/research project using the Python programming language in 

Jupyter Notebook. Figure 2 illustrates the use of Jupyter Notebook 7.0.8 under Anaconda 

Navigator. 

Figure 2. Software Requirements 
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3 Implementation 
The implementation of the code for the entire research project has been done in 2 files. 

These are: 

• CT_Scan_Kidney_Disease_copy.ipynb 

• Kidney_Disease_Code.ipynb 

The following libraries were used during implementation of the research project: 
 

Library Version Library Version 

Python 3.10.12 Python 3.10.12 

TensorFlow 2.13.0 TensorFlow 2.13.0 

keras 2.13.1 Keras 2.13.1 

NumPy 1.24.3 NumPy 1.24.3 

Pandas 2.0.3 Pandas 2.0.3 

Matplotlib 3.7.2 Matplotlib 3.7.2 

Scikit-learn 1.3.0 Scikit-learn 1.3.0 

OpenCV-python 4.8.1 OpenCV-python 4.8.1 

PIL (Pillow) 9.5.0 PIL (Pillow) 9.5.0 

Accelerate 1.1.0 Accelerate 1.1.0 

Grad-CAM 1.4.7 Grad-CAM 1.4.7 

Kaggle 1.5.13 Kaggle 1.5.13 

Jupiter 1.0.0 Jupiter 1.0.0 

Table No 1. Library Specification 

 

 

4 Dataset Description 

• This research uses a CT scan of kidney images, which show different classifications 

such as normal, stone, cyst, and tumor. You can access the dataset on Kaggle at the 

following URL: https://www.kaggle.com/datasets/nazmul0087/ct-kidney-dataset- 

normal-cyst-tumor-and-stone. 

https://www.kaggle.com/datasets/nazmul0087/ct-kidney-dataset-normal-cyst-tumor-and-stone
https://www.kaggle.com/datasets/nazmul0087/ct-kidney-dataset-normal-cyst-tumor-and-stone


• The collection comprises 12,446 images that have been classified as cyst, normal, stone, 

and tumor. The main job was to classify images based on the type of kidney disease 

5 Data pre-processing 

The figure below outlines the process of uploading the dataset to the Jupyter Notebook 

environment, followed by its processing using the notebook 

"CT_Scan_Kidney_Disease_copy.ipynb." Data preprocessing includes resizing CT images 

to have a standard size (224x224 in both dimensions), normalizing pixel intensities, and 

applying data augmentation (horizontal flipping and zooming). This guarantees optimal 

training and evaluation of the data. 
 

Figure 1. Dataset downloaded using API key and downloaded successfully 
 

Figure 2. Images Downloaded and resized as per the model requirements 



6 Normalization Applied on CT Images 

To normalize the pixel intensity values of the CT kidney images, I divided each pixel value 

by 255.0 using normalization. Such compatibilities with models such as MobileNetV2, as 

well as ResNet50, improve convergence and avoid gradient problems. 

Preprocessing input was added for ResNet50 to match the model's pretrained requirements. 

They used this step to improve generalization of the models and classification accuracy 

with respect to kidney conditions while reducing overfitting. 
 

Figure 3. Shows Normalization of images 

 

7 Pixel Range Across Dataset 
 

Figure 4. Pixel range has been set in between 0 & 1 

CT kidney images were normalized so that pixel values are within pixel range [0, 1] by dividing 

by 255.0. This preprocessing step gives us consistent input and helps better convergence during 

the training process. 



8 Data Augmentation on CT images 

Data augmentation was done on CT images to improve the model’s generalization. This 

included random rotations, flips, zooms, shifts and brightness adjustments to simulate the 

variations while maintaining kidney feature integrity. 
 

 

Figure 5. Data Augmentation 
 

Figure 6. Class Weight Checked and balanced 

7 CLAHE (Contrast Limited Adaptive Histogram Equalization) 

on Dataset 

The method has been applied to the CT images dataset to enhance the model accuracy and to 

find out the region of the kidney disease during classification. 
 

Figure 7. CLAHE has been applied to the images to improve accuracy by enhancing the 

contrast of the CT images 



8 Model Implementation after applying CLAHE and class 

balance 
 

Figure 8. Training Vs Validation Performance for EfficientNetB0 
 

 

Figure 9. Training Vs Validation Performance for MobileNetV2 



 

Figure 10. Training and Validation Performance for ResNetN50 
 

Figure 11. Training and Validation Performance for InceptionV3 



 

Figure 12. Training and Validation Performance for Vision Transformer 

The performance of these models is important in classifying kidney disease , with 

InceptionV3 achieving 99.82% validation accuracy, followed closely by MobileNetV2 at 

99.04%, indicating appropriate generalization. ResNetN50 achieved great performance with 

multiple epochs reaching 100% accuracy to identify the kidney disease. Though promising, 

the Vision Transformer (ViT) achieved a validation accuracy of only 86.83% but needs more 

optimization. InceptionV3 and ResNet50 were found to be the top performing models overall, 

MobileNetV2 offers efficient and reliable results and ViT are promising with further work. 

9 Grad-CAM: 

Grad-CAM produces heatmaps that identify the important areas in an input image that affects 

the model prediction. These heatmaps are then overlaid on top of the original images to create 

heatmap overlay images that give an easy understanding of where the model is concentrating 

when doing classification. The overlay images allow if the model pays attention to which 

features, check its explanation for interaction, and determine bias or problem in decision- 

making. Presentations are helpful in analyzing not only the correctly and incorrectly classified 

samples, but also in clarifying the model's performance. Such graphical representations are 

helpful in analyzing not only the samples correctly and incorrectly classified, which clarifies 

the model’s performance. 



 

Figure 13. Grad-CAM Heatmap with Original Image 
 

 

 

Figure 14. Grad-CAM with Superimposed Image 
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