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Configuration Manual 

Sanjay Rajendra Raut 

Student ID: x22196901 

 

1 Introduction 

This configuration manual allows one to learn how to configure and perform the scripts 
required to analyze dietary data. This document covers the constraints of the computer 

system that is needed to execute the workflow, library dependencies, how to get the datasets, 
how to execute the workflow, and some basic troubleshooting. 

Thus, this manual covers the gap between the notebook and the analysis objectives and 

provides an algorithm on how to repeat the results. Below are elaborated all the software and 

hardware requirements as well as steps to prepare the dataset. 

2 Hardware Requirements 

• Processor: Minimum Intel Core i5 or AMD equivalent 

• Memory (RAM): At least 8 GB (16 GB recommended for larger datasets) 

• Operating System: Windows 10, macOS, or Linux (64-bit recommended) 

• Storage: 20 GB of free disk space 

• GPU (optional): NVIDIA GPU with at least 4 GB VRAM for faster computation in 

clustering tasks 

3 Software Requirements 

Programming Language: Python 3.8 or later 

IDE/Environment: 

• Jupyter Notebook (via Anaconda Navigator or standalone) 

• VS Code (Visual Studio Code) 

• PyCharm 

Additional Tools: 

• A browser for opening Jupyter Notebook 

• Git for version control (optional but recommended for collaborative work) 

4 Library Package Requirements 

The following Python libraries are required to execute the notebook. Use the pip command to 

install them: 

General Libraries 

• pandas (Data manipulation and analysis) 

• numpy (Numerical computations) 

• seaborn (Data visualization) 
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Machine Learning and Preprocessing 

• scikit-learn 

• IterativeImputer 

• StandardScaler 

• KMeans 

• PCA (Principal Component Analysis) 

• RandomForestClassifier 

• LabelEncoder 

• train_test_split 

• classification_report 

• accuracy_score 

• GridSearchCV 

• catboost 

• CatBoostClassifier 

• imbalanced-learn 

• SMOTE (Synthetic Minority Oversampling Technique) 

Deep Learning 

• tensorflow 

• Sequential 

• Dense 

Other Utilities 

• networkx (Graph-based visualizations) 

• matplotlib (Graph plotting) 

• joblib (Saving and loading models) 

 

Figure 1. Packages Used 

 

 

5 Dataset Description 

A dataset consists of a total of 1,800 observations and 97 independent variables that outlines 

the various aspects of an individual’s diet. It includes some major category wise variables 

like survey_id, Age in years, Sex, exercise frequency and so on with many more variables 
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that will also illustrate the key picture. This data set will provide enhanced capability of 

exploring patterns in age, gender, exercise, and other activities affecting health. It can be 

rightly aligned to facilitate data preprocessing, EDA and techniques in enhanced modeling. 

Because of its broad coverage, the dataset is particularly useful in research that deals with the 

potential relation between diet and lifestyle on the one hand, and health outcomes on the 

other hand. 

 

The dataset utilized in this study was sourced from the GitHub repository linked to the 

research paper “Dietary Patterns and the Gut Microbiome” (DOI: 

10.1016/j.ajcn.2022.02.001). The dataset discussed here was originally compiled by 

American Gut Project for gathering information from diverse demographic, lifestyle, and 

dietary variables. Using this well curated and known dataset, this study takes advantage of 

secondary data to analyze dietary patterns and their interactions with individual attributes. 

 

6 Dataset Preparation and Pre-processing 

 
The dataset preparation includes reading into Metadata.csv and performing an overview scan 

for null values and corrupt values. Empty values are managed using IterativeImputer for 

precision, whereas duplicate records and ambiguous labeling are avoided. 
 

Figure 2: Imputer Code For Missing Value 

 

StandardScaler evaluates correlation and LabelEncoder standardizes scales for analysis and 

compatibility. The lack of balance in data is handled by oversampling, using SMOTE, and 

the feature set is split into train and test data using train_test_split to provide accurate 

assessment of the model. 

 

7 Applying K-Means Clustering 

In this research, the K-Means Clustering algorithm was employed to analyze dietary data and 

identify two primary groups. 

1) Healthy 

2)Unhealthy 

https://github.com/danone/dp5.analysis/tree/main/Data
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Figure 3. K-Means Cluster Code 

8 Model Building 

Applied six Machine Learning models namely; Random Forest, Gradient Boosting, SVM, 

Neural Networks, CatBoost, and LightGBM. The Random Forest model, after 

hyperparameter optimization and SMOTE method. 

 

Figure 4: Random Forest Code 
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Figure 5: Hyperparameter on Random Forest 

 

 

Figure 6: Gradient Boosting 
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Figure 7: XGBoost 
 

 

Figure 8: SVM 
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Figure 9: Catboost 
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Figure 10: Lightbgm 
 

 

Figure 11: Neural Network 

 

Figure 12: Saving Final Model 

9 Troubleshooting 

Library Not Found: Missing libraries need to be installed using the pip install and follow 
this syntax command. 

<library_name>command. 

File Path Errors: Make sure that the dataset file is located in right path. 

Runtime Errors: Debug by commenting out a portion of code, identifying a particular cell 
which is causing issues, or use of the print statement. 


