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        Abstract 

It is our vision that dependence on individualized nutrition is essential in order to positively 

impact overall health and reduce chronically debilitating diseases. The present dietary 

guideline for the population dies not take into account the lifestyle, age, gender, and activity 

level of the population. In this work, we present an approach to adopting a machine learning 

model for the prediction of the consumers’ dietary behaviours and recommending suitable 

diets. To achieve this aim, we employed the American Gut Project dataset to apply six Machine 

Learning models namely; Random Forest, Gradient Boosting, SVM, Neural Networks, 

CatBoost, and LightGBM. The Random Forest model, after hyperparameter optimization and 

SMOTE method, was found to be the most accurate classifier with overall accuracy of 73%, 

precision, recall and F1 score values all similar to each other. Our clustering analysis, 

performed with K-Means, revealed two distinct dietary patterns. More specifically the pre-

determined criteria were ‘Healthy’(High protein and fiber content) and ‘Unhealthy’ (High fat 

and carbohydrate content). Principal Component Analysis (PCA) was then used to represent 

these clusters and as seen, the clusters are separable. Some of the measures used in order to 

classify the diets included the frequency of exercise, the type of diet and age. This research 

closes the gap between the application of machine learning and personalized nutrition, with a 

complete program to analyse the intricacies of nutrition. Further work will focus on improving 

interpretable model solutions and utilizing them for the creation of tools to encourage people 

to adopt better diets. 

 

1 Introduction 
 

Dietary habits are among the most important factors determining health, yet we cannot 

adequately provide customized dietary advice. Public health guidelines, on the other hand, 

while general, do not take into account individual differences in age, sex, or the availability of 

help through support networks, lifestyle and the like such as smoking or alcohol consumption. 

This gap is not just in pure and simple science, it matters to people’s lives, causing preventable 

chronic diseases and diminishing their quality of life. This problem cannot be solved with 

intuition alone, it needs data driven, data based solutions. 
 

Imagine a 45-year-old man working hard at work, family and enjoying life. He doesn’t 

exercise much, smokes occasionally and eats on the run. No matter what his best intentions, 

his diet doesn’t often contain enough of the essential nutrients needed that he’s at risk for 

developing chronic illnesses like diabetes or heart disease. Now imagine the active, health-

conscious young woman who looks and feels good, yet cannot be certain about the adequacy 
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of a high protein, low carb diet. They are not isolated scenarios, these are a daily reality that 

millions around the world face every day. 

 

This research aims to address this challenge by answering key questions: 

1. What are the most effective machine learning techniques for predicting personalized 

dietary recommendations? 

2. What are the most important features that create these patterns? 

 

To achieve these objectives, we employed advanced machine learning techniques to 

analyze demographic and lifestyle data, identifying two distinct dietary patterns: "Healthy" and 

"Unhealthy." Differences in nutrient intake like protein, fiber and fat are the characteristics of 

these patterns. With a Random Forest Classifier, we predicted these patterns from user inputs, 

achieving 73% accuracy with advanced techniques such as SMOTE and hyperparameter 

optimization. 

 

Algorithms and numbers are not all we care about in this work; it is also about inspiring 

the people. I mean, it’s about a tool for people making informed health decisions to be healthier. 

Regardless if you’re the busy 45 year old or the health conscience 25 year old, this study is one 

step closer to a future where, personalized nutrition is the new normal (Turkia et al. (2021). 

 

This study makes significant contributions. Second, it tries to show how the field of 

machine learning can bridge the gap between data analysis and personalized health 

recommendation. Next, it identifies the most important drivers of dietary patterns, informing 

nutrition science. It finally provides a versatile framework that builds on to pave better ways 

ahead in personalized nutrition, enabling personalization of dietary choices based on one’s 

specific lifestyle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Machine Learning Applications in Precision Medicine.  

Adapted from Li et al., Microbial Cell Factories, 2022, 21:241, under a Creative Commons Attribution 
4.0 International License 
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 The rest of the report is structured as follows: Section 2 reviews other studies that have 

contributed to highway design. In section 3, methods including data preparation, clustering, 

classification are described and the results where the model is evaluated. In Section 4 we 

discuss what our findings contribute and suggest areas for future research. 

 

 This work marks a move forward using technology to enable health transformation. 

Personally, nutrition is simple, effective, and available to everyone. 

 

2 Related Works 
 

In this section we investigate the academic map of dietary prediction and planning with 

machine learning (ML). It discusses the strengths and weaknesses of a variety of approaches 

and identifies important gaps and potential future research areas in this field. 

2.1 Machine Learning in Dietary Prediction 

 

Dietary research has benefitted greatly from machine learning, which has successfully 

uncovered complex patterns and relationships between diet and health. Using mixed effects 

random forest (Pedersen et al., 2022) they studied food intake using biometric data including 

eye tracking and electrodermal activity. Their study demonstrated the potential of ML in 

behavioral nutrition, but the predictive accuracy was limited, since the fine details of the human 

eating behavior were difficult to capture. 

 

In Roy et al. (2023), OBESEYE, an explainable AI based diet recommender system for 

preparing personalized dietary plans for obesity and its comorbidities is presented. Despite 

accuracy in handling specific dietary requirements, the system is based on static datasets from 

which its scalability to broader demographics and real-time applications is limited. Like Lee et 

al. (2021) also proposed the Teacher forced REINFORCE algorithm, which uses reinforcement 

learning to optimize the diet composition. The resulting labeled datasets and computational 

resources were necessary to achieve significant compliance improvement with nutritional 

guidelines, and this innovative approach significantly undershoots this. 

 

Dietary research also makes use of natural language processing (NLP). In Hu et al. 

(2023) pretrained language models like BERT were used to classify food categories and to 

predict food nutrient quality from food labels. However, their model obtained high accuracy 

and it was only trained on text based data preventing its use in wider dietary datasets. In review, 

ML applications in nutrition research were reviewed with a focus on the promise for precision 

nutrition and disease modeling (Kirk et al., 2022). However, they also pointed out that ML can 

study high dimensional data, but that it faces the risk of over fitting, and lacks transparency in 

complex models. 

 

Morgenstern et al. (2021) discuss ML in nutritional epidemiology – addressing 

confounding factors and measurement errors. They worked to highlight the promise of ML to 

model dietary patterns and thus predict disease more effectively. This, however, faced 

challenges on the data standardization front as well as high computational requirements that 
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made practical implementation a difficult task. In a related work, Delegalise et al. (2022) 

propose a framework for food security prediction using heterogeneous data such as remote 

sensing data and market trends. This approach was effective for certain regions, but not 

generally. 

 

Although there have been considerable advancements, ML based dietary prediction 

remains a challenge. For example, there is a lack of generalizability to other firms. OBESEYE 

types of systems are developed specifically for certain populations, such as ones dealing with 

obesity, but they find it hard to adapt to diverse demographic or geographic contexts, and 

therefore their general utility. Another challenge with complexity of nutritional data also causes 

overfitting in ML models. Careful preprocessing and feature selection is necessary for high-

dimensional datasets (and studies such as Pedersen et al. (2022) and Morgenstern et al. (2021)), 

because each have tens to hundreds of features. If we do not take these measures, then model’s 

predictive accuracy suffers dramatically and they become useless in the real world. 

 

Issues like data privacy, model transparency and bias in recommendations are just some 

of the ethical concerns behind the adoption of ML in dietary applications. According to Roy et 

al. (2023) and studies by Kirk et al. (2022), explainable and equitable AI models that facilitate 

user trust and ethical integrity in personalized dietary recommendations are required. Real time 

adaptability is another limitation. However, because of their reliance on static datasets most 

current systems are not fit for dynamic applications such as wearable health monitoring or real 

time dietary tracking. In particular, Hu et al. (2023) investigated food label analysis, which has 

implications but cannot meet practical needs for real time monitoring. 

 

Dietary synergy, interaction between nutrients and the combined effect on health is often 

overlooked. To address this, Bodnar et al. (2020) used advanced ensemble learning to model 

nutrient interactions. Such approaches have the potential to reflect the complexities of human 

nutrition, but they are not widely adopted yet. 

 

2.2 Conclusion 
 

The literature reviewed shows the ways in which machine learning is such a 

transformative tool in dietary prediction and planning. Some of these issues include the 

limitation on generalizability, complexity of data, ethical issues, and lack of real time 

adaptability. In addition, current solutions are also inadequate in acknowledging dietary 

synergy. These gaps indicate the requirement of innovative and scalable data frameworks in 

real time integrations with nutrient assessment not only for what is reported, but for the nuanced 

interplay of nutrients. We aim to address these challenges and push the frontier of dietary 

prediction. 
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3 Proposed Research Methodology 
 

   In this section, data collection, preprocessing, clustering, classification and evaluation 

methods are described in the order of steps towards the research objectives. It brings scientific 

rigor by giving an exact and transparent description of how the procedure is conducted. As seen 

in the proposed architecture diagram in Figure 2, the stages to consider comprise data 

acquisition and cleaning, which can be followed by any or a combination of missing value 

imputation, feature encoding, feature scaling, and feature selection. These processes result in a 

clustering, classification, assessment, analysis, and production of outputs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 Data Collection and Validation 

 

The dataset utilized in this study was sourced from the GitHub repository linked to the 

research paper “Dietary Patterns and the Gut Microbiome” (DOI: 10.1016/j.ajcn.2022.02.001). 

The dataset discussed here was originally compiled by American Gut Project for gathering 

information from diverse demographic, lifestyle, and dietary variables. Using this well curated 

and known dataset, this study takes advantage of secondary data to analyze dietary patterns and 

their interactions with individual attributes. 

 

This dataset was originally created from the American Gut Project, which was a large 

study that collected dietary and lifestyle information from participants through sophisticated 

self-reported surveys. While the data used by this study did not originate from a primary 

collection, this data is reliable and verified, as it was used in a peer reviewed publication. The 

dataset is accompanied by excellent documentation to keep things transparent and replicable. 

The dataset is diverse in population and includes people of different age groups, sexes, and 

lifestyle behaviors. This additionally ensures that the insights we can derive from the study will 

apply far beyond our study’s subjects. 

Figure 2 : Architecture Diagram 
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This study uses high quality secondary data that facilitates reduction in the time and 

resources required for primary data collection whilst providing for analysis based on reliable 

and scientifically validated information. By having both categorical and numerical variables 

used for the dataset, it allows more advanced machine learning techniques to be used to go 

through a complete exploration of dietary patterns. 

 

Key Variables 

The dataset includes a mix of categorical and numerical variables, categorized as follows: 

 

1. Demographic Variables: 

 

• AGE_YEARS: A numerical variable required in understanding how the dietary 

patterns evolve to different age groups — Age of individual in years. 

• SEX: It is categorical, indicating the biological sex of the individual, allowing 

gender based dietary analysis. 

 

2. Lifestyle Variables: 

 

• EXERCISE_FREQUENCY: Physical activity categorized as None, Rarely, or 

Regularly and their relationship with dietary habits. 

• SMOKING_FREQUENCY: Analysis of such interaction between smoking habits 

and dietary choice with regard to smoking behavior as None, Rarely and Regularly. 

• ALCOHOL_FREQUENCY: Alcohol consumption frequency, categorized as 

None, Occasionally or Regularly, and can significantly affect dietary pattern. 

 

3. Dietary Variables: 

 

• Vegetable_Protein_in_g: Grams of plant-based protein consumed are markers of 

plant forward diets. 

• Percent_of_calories_from_Protein: Ratio of daily amount of protein to total calories 

consumed. 

• Percent_of_calories_from_Fat: The proportion of daily caloric intake from fats. 

• Percent_of_calories_from_Carbohydrate: Reflects amount of energy sources in 

terms of percentage of daily caloric intake. 

3.2 Data Preprocessing 

 

    Data preprocessing is a crucial step for making sure that the dataset has been prepared 

to be used for analysis. Preprocessing here was just to handle missing values, encode 

categorical variables, scale numerical features and prepare the dataset for clustering and 

classification. These steps were designed carefully to maintain the analysis integrity and 

improving machine learning models performance. 
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1. Handling Missing Values 

 

         In real world datasets, the challenge of missing data is common, and it is crucial to 

treat it properly for good results. In this study, missing values were removed using Iterative 

Imputation, a very robust method that is available in scikit-learn. This method will predict 

missing values by modelling each feature as a function of all the others as examples. It 

takes us through features, filling out the blanks with relations to other variables. 

 

Formula Used: For a feature 𝑥𝑖  with missing values: 

 

   𝒙𝒊 = 𝒇(𝒙𝟏, 𝒙𝟐, … , 𝒙𝒊−𝟏, 𝒙𝒊+𝟏, … , 𝒙𝒏) 

 

where 𝑓 is a regression or classification model trained on the observed data. This ensures 

that the imputed values are statistically consistent with the observed data distribution. 

 

Advantages: 

• Keeps correlations between features. 

• It avoids the bias caused by simpler method such as mean or median imputation. 

 

2. Encoding Categorical Variables 

 

    The dataset had many features that were categorical (e.g., SEX, DIET_TYPE, 

EXERCISE_FREQUENCY). Since machine learning algorithms require numerical inputs, 

these features were encoded. The conversion of every category to a binary column allows 

us to effectively teach the algorithm these variables. 

 

For example, the feature SEX with categories Male and Female was transformed as 

follows: 

 

   SEX → {
(1,0),           if Male
(0,1),      if Female

 

 

This encoding prevents the introduction of any ordinal relationships between categories, 

hence keeping the categories nominal. 

 

3. Feature Scaling 

 

  AGE_YEARS, Vegetable_Protein_in_g and Total_Dietary_Fiber_in_g numerical 

features were scaled using StandardScaler to standardize the values. When analyzing we 

must normalize our data in order to prevent features with larger magnitudes from 

overpowering others. 

 

https://scikit-learn.org/stable/modules/impute.html
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The formula for standard scaling is: 

 

       𝑧 =  
𝒙−𝝁

𝜎
 

Where: 

• 𝑥 is the original value, 

• μ is the mean of the feature, 

• σ is the standard deviation of the feature. 

 

The feature values are transformed into values with a mean of 0 and standard 

deviation of 1, so that all features have the same relative impact in both clustering and 

classification. 

 

4. Feature Selection 

 

 The research objectives and the relevance of the variables to dietary patterns guided 

feature selection. Key features included: 

 

• Lifestyle Variables: EXERCISE_FREQUENCY, SMOKING_FREQUENCY, AND 

ALCOHOL_FREQUENCY, which capture influencing diet 

 

• Dietary Variables: Nutrient intake represented by Vegetable_Protien_in_g, 

Total_Dietary_Fiber_in_g and Percent_of_Calories_from_Protien. 

 

        Dietary clusters were chosen based on their ability to differentiate diet and the 

significance in previous studies linking diet to health outcomes. 

 

5. Dataset Preparation for Clustering and Classification 

 

Dietary related features were used in preparation of the dataset for clustering, and 

this allowed to find meaningful dietary patterns. They were scaled for uniformity. For 

classification, the dataset was split into: 

 

• Training Set (70%): It was used to train the Machine Learning Model 

• Testing Set (30%): Can be used to evaluate the model’s performance on data that we 

have never seen before. 

 

    Furthermore, Synthetic Minority Oversampling Technique (SMOTE) was used to 

tackle imbalanced classes in the dataset. SMOTE synthesizes synthetic samples for the 

minority class by interpolation between existing samples in order that the classifier 

learns well on all classes. 

 

6. Data Quality Assessment 
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         To ensure the integrity of the processed dataset, statistical summaries and visual 

inspections were conducted: 

 

• Descriptive Statistics: Made sure that the mean median and standard deviation are the 

same before and after scaling.  

• Distribution Plots: Confirmed that both scaling and imputation had not skewed the 

data distributions in any way. 

 

3.3 Clustering Analysis 
 

It is an important unsupervised learning method that is employed in this study to group 

people into different clusters based on their diets. Because nutrients are consumed by different 

people, the concept of clustering helps to define certain commonalities within the data that are 

not easily recognizable. In this research, the K-Means Clustering algorithm was employed to 

analyze dietary data and identify two primary groups: The identification of Health promoting 

and Disease promoting diet. It provides the basis for identifying patterns of dietary behavior 

and for developing statistical models in order to predict dietary patterns on the basis of 

demographic and lifestyle variables. 

 

1. Objective of Clustering 

 

The purpose of clustering was to investigate nutrient consumption and divide people 

into groups based on the dietary patterns. These groups offer information on differences in diet 

quality and help in separating those with good nutrient quality diets from those who have 

nutrient poor or energy dense diets. This clustering step also makes a way for recommendations 

to be made based on the aspects that are given by the data since the difference in dietary habits 

is clearly presented. 

 

2. K-Means Clustering Workflow 

 

K-Means is the distance-based technique that divides the given data into a fixed number 

of clusters (𝑘) by maximizing the inter cluster variability and minimizing the intra-cluster 

variability. The assignments of each and every data point are made to the closest of any of the 

centroid and the position of these several centroids are modified by managing to the mean 

position of all the points that have been assigned to the several centroids. The key steps include: 

 

• Initialization: Randomly initialize 𝑘 cluster centroids in the feature space 

• Assignment: Every data point must be categorized into the nearest centroid according                    

to the degree of similarity measured through Euclidean distance. 

 

       𝑑(𝑑𝑥𝑖𝑐𝑘) = √∑ (𝑥𝑖𝑗 − 𝑐𝑘𝑗

𝑛

𝑗=1
)2 
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        Where 𝑥𝑖𝑗 stands for the importance of feature 𝑗 for individual 𝑖, and 𝑐𝑘𝑗 it’s the 

connective value for Centroid. 

• Centroid Update: New centroids are now calculated using the average of all data points 

placed in each cluster. 

• Iteration: Then repeat steps 2 and 3 until centroids become fixed or until the maximum 

number of iterations has been reached.  

 

    In this study, 𝑘 was set to 2, corresponding to the two expected dietary patterns: 

Healthy and Unhealthy. 

 

3. Feature Selection for Clustering 

 

The clustering was done on the categorical features only which are related to the diet 

as that gives out a best estimate about the kind and quality of foods consumed by the people. 

The following features were used: 

 

• Vegetable_Protein_in_g: Represents plant protein consumption that is generally 

considered as part of a healthy lifestyle. 

• Total_Dietary_Fiber_in_g: One of the best measures to determine if one is taking 

adequate fiber products to improve the body’s health. 

• Percent_of_calories_from_Protein: This currently shows the percentage of daily caloric 

intake traced to protein. 

• Percent_of_calories_from_Fat: Shown as a percentage of the daily energy intake, 

usually elevated in undesirable diets. 

• Percent_of_calories_from_Carbohydrate: Illustrates the percentages of calories derived 

from carbohydrates, which can help differentiate between well-proportioned versus 

high-carb ratios. 

 

  These features were chosen based on their nutritional and dietary implications and their 

potential to effectively classify people into identifiable groups. 

 

4. Number of Clusters 

 

Applying the Elbow Method made it possible to identify the number of clusters which 

could best fit the dataset. This method analyses the sum of squared errors (SSE) in relation to 

variations in 𝑘 and if further clusters are to be added, where the returns on the investment would 

tend to be minimum. For this dataset, the Elbow point indicate 𝑘 = 2, can verify that there are 

two clear patterns of dieting. 

 

The formula for SSE is:    

   𝑆𝑆𝐸 =  ∑ ∑ ||𝑥𝑗− 𝜇𝑖𝑥𝑗∈𝐶𝑖
𝑘
𝑥=1 ||2  

  

Where 𝐶𝑖 indicates cluster 𝑖, 𝑥𝑗 is a data point in the cluster and 𝜇𝑖 is the cluster centroid 
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5. Clustering Process in the Study 

 

Data Preparation: 

• In other dietary features where some of the variables might be missing, Iterative 

Imputer was used to handle the missing data, and no data point was dropped.  

• Hyperparameters of the features were normalized by StandardScaler to make sure all 

the variables contributed to computations of distances proportionally.  

 

Clustering Execution: 

• The dietary data were standardized, and then K-Means clustering was performed on it. 

•  Each individual was assigned to one of two clusters: The company would be classified 

in one of two categories; Cluster 0 (Healthy) or Cluster 1 (Unhealthy).  

 

Interpreting Clusters: 

• Cluster 0 (Healthy): The American dietary profile has comparatively better vegetable 

protein and dietary fiber packaging with uniform distribution of calories through 

protein, fats and carbohydrate.  

• Cluster 1 (Unhealthy): Defined as lower dietary fiber and protein consumed coupled 

with high calorie value for fats and carbohydrates. 

 

6. Visualization 

 

To show the outcomes of the K-Means clustering, the dietary data of each group was 

compressed to two components using Principal Component Analysis (PCA) in order to 

minimize the high dimensionality. This reduction of dimensionality enabled a two-dimensional 

scatter plot where clusters’ separation was easily demonstrated. 

 

The scatterplot below illustrates the two identified clusters: 
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• Healthy Cluster (Red): Includes people who have a higher proportion of protein and 

fiber intake and appropriate ratio of macro nutrients.  

• Unhealthy Cluster (Blue): They involve persons who do low on protein and fiber and 

have their calorie proportionality more in fats and carbohydrates. 

 

Key Observations: 

 

• Clear Separation: As shown in the PCA space, the clustering is clear in two-dimension, 

and it shows that the dietary data have clear patterns corresponding to the defined 

clusters.  

• Overlap at Boundaries: There are some overlaps close to the boundary of the cluster to 

represent the different people with the hybrid of diet behaviors to depict real life 

patterns of diets.  

• Dimensionality Reduction: Thus, when initially identified features of diet were 

narrowed down to two principal components by PCA, the method retained the variance 

that captured most of the differences and yet remained interpretable.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 : Clusters 

Figure 4 : Distribution of Participants Across Dietary Clusters 
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This visualization confirms the use of clusters in visualizing the data on the population 

while showing how groups of people with similar nutrient intake patterns can be formed for 

further analysis or to inform a nutritionist on the findings. 

3.4 Evaluation Methodology 

 

The approach used to conduct the evaluation of this study provided a consistent, precise, 

and easily interpretable framework for the machine learning models used to predict dietary 

clusters. The initial part of this section outlines how model performance is evaluated and how 

the resilience of the chosen models was tested, which tools and techniques were used, as well 

as metrics employed in the process. 

 

1. Data Splitting and Preparation 

 

          Before training the model, the first step involved was data preprocessing, which implied 

handling of missing values, categorical data encoding and features scaling. Other demographic 

and lifestyle related features including AGE_YEARS, SEX, EXERCISE_FREQUENCY, 

SMOKING_FREQUENCY, ALCOHOL_FOLLOWING, and DIET_TYPE were further 

transformed using one- hot encoding to convert them into machine learning input format to 

enable the next processes. As for the preprocessed data, the data was divided into a training set 

containing 70% of the preprocessed data set and the testing set containing 30% of the 

preprocessed data set in order to make examinations of the model’s ability to generalize. 

 

2. Handling Class Imbalance 

 

It was also revealed that the dataset was highly skewed towards the Healthy dietary 

cluster, from which it would be much easier for the model to learn, as opposed to the minority 

class Unhealthy. To this end, the Synthetic Minority Oversampling Technique (SMOTE) was 

used on the training data. Through SMOTE, synthetic samples were created for the minority 

class and guarantee that the models learned the balanced representation and increase recall for 

the minority class. 

 

3. Model Development and Comparison 

 

Various machine learning models were tested to determine the best classifier that can be 

used to predict dietary clusters. 

• Random Forest Classifier: An ensemble-based model that was designed with the 

highest non-tuned parameters and was tested with default parameters and with tuned 

parameters. 

• Gradient Boosting and XGBoost: Gradient-boosted decision tree models developed to 

work well with imbalanced cases and with interactions between the variables. 

• Support Vector Machine (SVM): A linear classifier famous for performing successful 

operations on identifying spaces that separate classes in the best way. 
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• CatBoost and LightGBM: High performance algorithms for numerical data categorized 

specifically for datasets containing categorical variables. 

• Neural Networks: A multilayer learning system that uses a number of layers between 

the input and output layers to estimate more hidden patterns of data. 

 

4. Hyperparameter Optimization 

 

Hyperparameters were tuned in key models, Random Forest and Gradient Boosting 

using GridSearchCV. In Random Forest, many parameters such as the number of estimators, 

maximum depth, and minimum samples split were tuned which led to 3- fold performance 

improvement. Likewise, Hyperparameters such as learning rate, depth of tree, and the number 

of Boosting stages were adjusted on Gradient Boosting. The process of tuning the 

hyperparameters meant that the models were fixing on the best performing optimization for the 

data in question. 

 

5. Metrics for Performance Evaluation 

 

Model performance was assessed using standard metrics: 

• Accuracy: For the purpose of evaluating the degree of correctness of the forecast on 

average. 

• Precision: To assess the validity of positive predictions and therefore, reduce cases of 

false positive results. 

• Recall (Sensitivity): The measures were chosen to evaluate how well all truly positive 

instances are found, reducing false negative rate. 

• F1-Score: A single average of precision and recall, which is especially valuable in cases 

when working with datasets can be characterized as unbalanced. 

• Confusion Matrix: If we want to represent true positive, false positive, true negative, 

and false negative and for particular regions of interest in the model. 

 

6. Model Validation 

 

Cross-validation was used to check the robustness of each model. To minimize bias and 

variability arising from data division or selection, a five-fold cross-validation process was used. 

Moreover, models were trained and tested on the machine learning dataset hold-out test set to 

examine their applicability elsewhere. 

 

7. Comparative Analysis 

 

Finally, to determine the best classifier out of all the proposed models, the results were 

contrasted. Moreover the same Random Forest model after the hyperparameter tuning had the 

best overall accuracy of 73% with acceptable measures of precision, recall, and F1-score. The 

results showed that Gradient Boosting and CatBoost models were very close to each other in 
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terms of accuracy and recall. Neural networks also proved accurate in this case thereby 

indicating that deep learning is ideal for this work. 

 

8. Insights and Interpretability 

 

A feature importance analysis was done for models such as the Random Forest, so as to 

establish factors that greatly affect diets. Some of the important findings on the prediction 

features include EXERCISE_FREQUENCY, DIET_TYPE, AGE_YEARS was also among the 

most influential as deduced from the behavioral factors among the population. 

3.5 Statistical Analysis 
 

The dataset was analyzed statistically to explore it, summarize its main features and 

prepare it for machine learning processes. This section describes the statistical properties of 

this dataset with respect to demographic, lifestyle and dietary variables, preprocessing and 

clustering results. 

 

1. Demographic Variables 

 

Primary demographic variables in the dataset were AGE_YEARS and SEX. 

Participants had a mean age of 45.6 years (SD = 12.3; median, 43 years). SEX distribution 

showed a slight female predominance, 55% female, 45% male. The demographic distribution 

ensured enough diversity within age groups and sexes so that dietary patterns could be analyzed 

in a robust fashion. 

 

2. Lifestyle Variables 

 

EXERCISE_FREQUENCY, SMOKING_FREQUENCY and 

ALCOHOL_FREQUENCY were lifestyle related variables. About 60 percent of participants 

said they exercised regularly, 25 percent exercised occasionally, and 15 % did not exercise at 

all. 10% of participants were smoking regularly, 20% sometimes and 70% didn’t smoke. 

Likewise, ALCOHOL_FREQUENCY indicated 15% of participants were regular alcohol 

consumers, 50% occasionally, 35% abstained from alcohol altogether. 

 

3. Dietary Variables 

 

Key dietary variables in the dataset included nutrient composition and macronutrient 

distribution: 

 

• Vegetable_Protein_in_g: Overall, plant-based protein was sourced at 28.4g (SD = 

7.8g), with median of 26.0g. 

• Percent_of_calories_from_Protein: The protein mean proportion accounted for 16.2% 

(2.1% SD) and median 16.0%. 
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• Percent_of_calories_from_Fat: Overall, fat intake was 35.7% of total calories (SD = 

3.5%) with 35.5% as the median. 

• Percent_of_calories_from_Carbohydrate: Carbohydrates accounted for 48.1% (SD = 

3.2%) of daily caloric intake, and the median was 48.5%. 

 

These variables provided substantial information as to participant diets and 

corresponding variances in nutrient intakes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Distribution of Key Nutritional Variables 

Key nutritional variables are distributed with histograms (Fig.5) across the dataset. 

Vegetable Protein and Total Dietary Fiber are positively skewed distributions where most 

values tend to be at lower levels. Percent of Calories from Protein, Fat and Carbohydrate show 

more symmetrical distributions, with peaks between 10 - 20 for protein, 30 - 50 for fat, and 40 

- 50 for carbohydrates. Variations in dietary contributions are revealed in these patterns, with 

carbohydrates and fats as the major calorie sources. The histograms do an excellent job of 

summarizing the central tendencies and variability of each variable which informs us of dietary 

patterns and their nutritional composition. 

 

4. Preprocessing Outcomes 

 

A preprocessing step was performed that made the dataset suitable for analysis and 

ensured the datasets integrity. Data was imputed for missing values, which constituted 8.3% of 

the data, via iterative methods, which achieved a 100% completion rate with no data loss. We 

encoded categorical variables as one hot encoding to transform them into numerical variables. 

AGE_YEARS and dietary intake variables were scaled using StandardScaler to improve the 

uniformity in feature magnitudes. This preprocessing makes datasets more ready for clustering 

and classification tasks. 

 

5. Clustering Results 

Figure 5: Distribution of Key Nutritional Variables 
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K-Means clustering was applied on dietary data yielding 2 distinct dietary patterns 

Healthy (Cluster 0) and Unhealthy (Cluster 1). Participants with higher vegetable protein and 

dietary fibre intake, balanced macro nutrients, low total calorie contribution from fats and 

carbs, were placed in cluster 0. On the other hand, members of Cluster 1 consumed less protein 

and more fiber and consumed fats and carbohydrates for a larger share of total calories. 

 

Cluster Vegetable 
Protein (g) 

% Calories 
from 
Protein 

% Calories 
from Fat 

% Calories from 
Carbohydrate        

 

      

Cluster 0 (Healthy) 32.8 18.4% 30.1% 51.5%  

Cluster 1 (Unhealthy) 23.4 14.2% 40.3% 45.5%  

                                             Table 1: Nutritional Profile of Dietary Clusters        

 

            A separate cluster confirmed distinct dietary patterns associated with known health 

promoting and disease promoting behaviors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The scatter plots displayed in Figure 6. reveal information related to diet within the 

detected groups of consumers. Some of the observations include, there is clear separation of 

Healthy and Unhealthy groups according to nutrient consumption. For instance, the nutrients 

consumed by the Healthy cluster are slightly higher in percent than those of the Unhealthy 

Figure 6: Scatter plots showcasing the relationships between dietary components across identified dietary 

clusters (Healthy and Unhealthy). Subplots illustrate (a) Protein vs. Fat Percentage, (b) Protein vs. Carbohydrate 

Percentage, (c) Fat vs. Carbohydrate Percentage, and (d) Total Dietary Fiber vs. Protein Percentage. Clear 

separations between the clusters highlight dietary patterns and nutrient intake variations. 
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cluster in terms of protein and fiber as represented in (a) & (d) respectively as for (b) & (c) the 

Unhealthy cluster is more likely to consume higher fat and carbohydrates than the Healthy 

cluster. These diagrams give more emphasis to clustering on the part of eating behaviors and 

nutrients. 

 

6. Classification Metrics 

 

The evaluation of classification models provided robust performance metrics: 

 

Algorithm 
 

Accuracy (%) Precision Recall   F1-Score 

       
Random Forest Classifier 73 0.75 0.71 0.73  

Gradient Boosting 71 0.74 0.68 0.71  

Support Vector Machine 67 0.70 0.63 0.66  

CatBoost 72 0.74 0.69 0.71  

LightGBM 70 0.73 0.67 0.70  

Neural Networks 68 0.71 0.64 0.67  

                                Table 2: Performance Metrics of Machine Learning Algorithms 

 

The Random Forest model emerged as the top performing algorithm in these results, 

while demonstrating a sound balance between accuracy, precision, and recall. 

3.6 Final Results 
 

Machine learning (ML) models and algorithms to predict dietary clusters, Healthy and 

Unhealthy, already showed a similar accuracy and robustness when applied to various 

techniques. The value of accuracy from the algorithms was not significantly different from one 

another, as well as other evaluation metrics, including precision, recall and F1 score, tended to 

be closely aligned. Our findings indicate that with this type of data, traditional statistical 

methods as well as modern ML algorithms can yield similar predictive accuracy. 

 

Finally, we compared multiple models and the Random Forest classifier proved to be the 

best performing algorithm, achieving an accuracy of 73% with a balanced F1 score of 0.73. 

Yet, the performance metric variations for Random Forest as compared to Gradient Boosting 

and CatBoost were small. For example, we got 71 % with Gradient Boosting and 72 % with 

CatBoost, however, having some small differences in recall and F1 scores. Although slightly 

less accurate with a score of 70%, LightGBM also ran competitively. 
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The accuracy values for the classification algorithms based on Support Vector Machine 

(SVM) and Neural Networks were low, 65% and 68% respectively. They may be explained by 

limitations in their ability to deal with the complex relations and feature heterogeneity that are 

found in the dataset. The metrics for these models were within parameters that are acceptable 

in the first place, so there is potential to use them with further optimization or with a bigger 

dataset. 

 

Feature importance analysis of discriminating variables on predicting dietary clusters 

was run. The top features, however, often differed greatly among the models. For instance, 

exercise frequency, dietary type, and age were consistently influential features in some models, 

but other features became most important in some models. This shows that dietary patterns are 

complex and that in future research careful feature selection is required. 

 

• Comparative Insights Across Data Sources 

 

The comparison of datasets with different class distribution balance showed slight 

variations on the performance metrics. For instance, with the use of the Synthetic Minority 

Oversampling Technique (SMOTE), recall, and F1-scores for the minority class improved in 

Random Forest and Gradient Boosting models. Balancing resulted in performing as well on 

both dietary clusters as the dietary cluster which had the higher percentage of clean meals. 

 

Reduction of the number of features used in the analysis has had minimal, if any, and 

inconsistent effects on the performance of the models. Though the overfitting of the models 

with fewer features was slightly lower, the accuracy and other metrics were more or less the 

same. Thus, our result implies that feature selection might decrease the complexity of the 

model, but not the predictive power in this setting. 

Figure 7: Accuracy Comparison of Machine Learning Algorithms 
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4 Conclusion And Future Work 
 

The purpose of this research was to classify dietary patterns and assign individuals into 

"Healthy" or "Unhealthy" clusters, based on demographic, lifestyle, and dietary data. The study 

aimed to use machine learning to find significant dietary predictors and create validated 

machine learning models for clustering and classification that would further future personalized 

nutrition. The study realized its goals through extensive data preprocessing and feature 

engineering as well as model development. 

 

The key findings demonstrate that the Random Forest Classifier performs the best with 

an accuracy of 73% and strong precision, recall, and F1 scores. Critical discriminants of dietary 

clusters included vegetable protein intake, percent of calories from fat, and dietary fiber intake. 

The clustering analysis successfully identified two distinct dietary patterns: Cluster 0 

("Healthy") that consumed more protein and fiber, Cluster 1 ("Unhealthy") where people 

consumed more fat and carbohydrate. These results draw attention to the power of machine 

learning to uncover actionable takeaways from convoluted dietary datasets. 

 

Implications of Research 

 

Our findings reveal the capabilities of machine learning to aid nutritional research by 

allowing for detailed dietary analysis on a massive scale. This provides some value in 

identifying dietary patterns which can then be used to target dietary interventions to improve 

diet quality, as well as health outcomes. In addition, the framework developed in this study 

may also serve as a common framework on dietary behaviors for other nutritional epidemiology 

investigations, addressing a scalable and flexible method for investigating dietary behaviors. 

 

Limitations 

 

However, the study encountered some challenges as it progressed. First, use of 

secondary data limited flexibility regarding the data quality and its completeness, because self-

reported food consumption is affected by several methodological biases. Second, the dataset 

was diverse but inclusive and may not capture other different population or demography 

groups, regional. Third, the models are conceptually fixed in classification and did not capture 

temporal prospective on dietary changes or their consequences on health. Finally, 

interpretability was difficult especially for other categories such as deep learning models, 

which are referred to as the black box solutions. 

 

Future Works 

 

Future research could also investigate the moral and logistically feasible 

implementation of machine learning in nutrition. Designing friendly tools that people and 

healthcare professionals can work with may help close the gap between the outcomes of the 
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research and actual implementation. The application of such research as a commercial product, 

for example an artificial intelligence app that could be a dietary assessment or a health coaching 

system, is an exciting prospect for a personalized nutrition approach at a population level. Last, 

intervention studies could be developed to evaluate the impact on health of personalized dietary 

guidelines obtained from the identified clusters, as applied in population. 

 

This study can be considered a major contribution to the literature on the use of machine 

learning in dietary research and public health. Overcoming the limitations and broadening the 

focus of future work could open the door to breakthroughs in both personalized nutrition and 

preventive health. 
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