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1​ Introduction 
This manual describes a solution of setting and deploying an automated machine learning 
system to estimate the earthquake magnitude, the following section presents itself as an 
effective one in explaining concept insights. The purpose is to enhance Earthquake Early 
Warning, providing alerts in order to minimize loss of life and property damage.
Moreover, the system processes seismic data, eliminates all but the premier machine learning 
model among 19 options, and fine-tunes these models. They comprise data pre-processing, 
model training, testing and deploying the app in the form of an easy to use web application. 
The app provides predictions of magnitudes and their corresponding risks. This way guide 
enables the users of the system set to enable them to get better predictions of the earthquakes.

2​ System Requirements

Component Minimum Specification Recommended 
Specification

Processor (CPU) Dual-Core Processor (e.g., 
Intel i3 or AMD A4)

Quad-Core Processor 
(e.g., Intel i5/i7 or AMD 
Ryzen)

Memory (RAM) 4 GB 16GB

Storage 20GB free space 50 GB free space 
(preferably SSD)

Graphics (GPU) Not Required Dedicated GPU (e.g., 
NVIDIA GTX 1050 or 
higher) for deep learning 
models

Network Standard Ethernet or 
Wi-Fi connection

High-speed Internet for 
faster data processing and 
model deployment
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3​ Software Requirements 

3.1 Operating system 

●​  System OS: Windows 11

●​  Processor: i5 

●​ RAM: 8 GB

3.2 Development Environment 
Integrated Development Environment (IDE)

Jupyter Notebook (via Anaconda) or Google Colab for interactive coding.    

3.3 Additional tools and libraries 

●​ Python Version: 3.11.10
●​ Core Libraries:

○​ NumPy (>= 1.21.0)
○​ Pandas (>= 1.3.0)
○​ Scikit-learn (>= 1.0.0)

●​ Visualization Tools:
○​ Matplotlib (>= 3.4.0)
○​ Seaborn (>= 0.11.0)
○​ GeoPandas(>=1.0.2)

●​ Machine Learning Frameworks:
○​ PyCaret (>= 3.3.2)
○​ XGBoost (>= 1.4.0)
○​ LightGBM (>= 3.2.0)
○​ CatBoost (>= 0.26)

●​ Web App Development:
○​ Streamlit (>= 1.41.0)

●​ Model Persistence:
○​ Pickle (standard library)

Other Requirements

●​ Browser: Modern web browser (e.g., Google Chrome, Mozilla Firefox) for Streamlit 
app visualization.

4.​ Software Installation 
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4.1 Installation for Jupyter Notebook 

Step 1 
Install Anaconda Navigator from https://www.anaconda.com/download.

Step2
After Installing Anaconda Navigator . Search Anaconda Navigator on the Search bar.

Step 3
Open Anaconda Navigator .Its look like the following image. (fig 1)

Figure 1: Anaconda Navigator Home Page 

Step 4
Search Jupyter Notebook on Anaconda Navigator and install it. (fig 2)

Figure 2: Jupyter notebook selection option 
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     After Installing Jupyter Notebook we see the Jupyter Notebook installed on your local 
environment you access using typing jupyter notebook on search bar or you can use 
Command Prompt for accessing this jupyter notebook.

Step 5
create a Python Environment in Anaconda Navigator where Jupyter Notebook will run on 
this python Environment

Figure 3: Jupyter notebook Environment page 

Go to Environment Tab, which is on the left side of the Panel below the Home tab.After 
Selecting Environment Tab There is a Create Option which is shown just like above 
(fig3)Click on that option .

step 6
After Clicking on the ”CREATE ” option you will get the Following Figure 4 type on your 
screen .

Figure 4:Python Environment Creation 
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Select Python with 3.11.10 version and hit the create Tab shown in Figure 4

5. Data Preparation 

5.1 Collection of data 
The data is collected from kaggle.The name of the dataset is World Earthquake data from 
1906-2022.The dataset contains the features such as magnitude,depth, latitude longitude and 
other relevant columns .This dataset  have the earthquake data of different regions and years 
of more than 300000 rows.First five rows of the data set is in figure 5

https://www.kaggle.com/datasets/garrickhague/world-earthquake-data-from-1906-2022

Figure 5:First 5 rows of the dataset 

5.2 Data Cleaning 
In figure 6 the first code dropped redundant or less critical columns to streamline the dataset. 
and the second code is for deleting the duplicate in the dataset and the third code make the 
missing values in the dataset to numerical values.The last code makes the all the missing 
values in the numerical columns are replaced with their respective medium values.

Figure 6: Data Cleaning

5.3 Exploratory Data Analysis
Using Geopandas 2 maps has been created with the help of an external zip file. The code used 
for that is in figure 7.The first map represents the magnitude level with the colour and the 
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other map represents the depth level and histogram has been created represents the 
earthquake that happens over time.

 
Figure 7: Geopandas 

5.4 Data Transformation 
Using the LabelEncoder all categorical columns are converted to numerical values, enabling 
compatibility with most machine learning algorithms.(fig8) and extract additional features 
from the time column for capturing the temporal patterns . Four new columns have been 
added; those are Year, Month,Day,Hour.These will be  useful for time-based analysis or 
feature engineering.

Figure 8: Data Transformation code 

6 Feature selection and Data Splitting 
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By taking the “mag” as target variable  and dropping the non relevant columns like time,place 
type and Geometry(fig9).The data has been splitted in to two 20 for testing and 80 for 
training 

Figure 9: code for feature selection and data splitting 

7 PyCaret setup
Using the code from figure 10 the PyCaret setup for Regression has been initialised and the 
best model of the regression has been compared 

Figure 10 PyCaret Setup 

7.1 Model tuning 
From the compared models 8 best performing model has been selected and has been tuned 
individual.The code used for tung is in figure 11

Figure 11 Tuning 

7.2 Evaluate the models 
Each selected model has been evaluated individually for finding the Mean square error,Root 
mean square error,Mean absolute percentage error and R-squared value.the code used is in 
the figure 12 
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Figure 11: Evaluation of each model 
8 Best model 
From the evaluation the best model has been selected using this code in figure 12

Figure 12:Best model code 
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8.1 Saving the best model 
The best model has been saved by a pickle file using pickle library.The code used for that is 
in figure 13 

Figure 13:Saving the best model 

9 Deployment of web app
Import the liberates for the deployment of the app the stream for the deployment that we  use 
is Stramlit.(fig 14)

 

Figure 14:libraries for web app 

Then the code for developing the web app using the best model  in figure 15.

Figure 15:code of web app 
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9.1 Creating a repository in  github
By clicking on the create repository  with the name of it(fig16).A repository has been made.

 

Figure 16: Creating a repository 
Add the required text file then the code of the web app(fig 15) the the best model to this 
repository(fig 17)

Figure 17: Adding the files to the repository 
Open the streamlit in the browser the interface in figure 18 and on the ring side there will be a 
signup button.create the account using the github account.
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Figure 18:Interface of Streamlit 

By clicking the create app after signup connect the repository and give the detail that is 
need.This has been shown in the figure 19. By clicking the deploy button the app will be 
created.

Figure 19: Repository connection to Streamlit 

The interface of the app is in figure 20 

Figure 20 The interface of Web app 
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The magnitude prediction of the web app is in figure 21.The output will look like this.

Figure 21: Magnitude prediction 
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