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Abstract 

Earthquakes are one of the most dangerous natural disasters.it is very important to manage the risk by 

making accurate predictions for an effective early warning system.This  project uses the historical 

seismic data for the prediction of earthquake magnitude using different machine learning models., The 

aim is to determine the earthquake magnitude with the help of the machine learning algorithms 

integrated into the PyCaret Framework. Traditional approaches apply basic statistical patterns, which 

may fail to capture many-factor patterns inherent in earthquake data. In this research, we defined several 

features,like x-magnitude and then attempted to predict y-magnitude using our model and checked the 

accuracy of the model. The dependent variables  were evaluated with Mean Absolute percentageError 

, Mean Squared Error ,  R-squared . The findings were that the Lasso regression performed best, the 

results are MSE  0.240, MAPE  7.01% and R-square -4.414200827151937e-05, which were more 

accurate than older ways of estimating. The present work points out that there is hope in developing the 

application of machine learning to make better forecasts of earthquakes.In future,we aim to add more 

features and find ways that can help predicting earthquakes for better results.  

Keywords-Earthquake prediction, machine learning, early warning systems, PyCaret 

model,risk reduction, earthquake magnitude forecasting, predictive modeling, disaster 

mitigation, seismology,stremlit. 

Report Organization 

1.Introduction: The study establishes its operational objectives and reveals compelling reasons 

for accurate earthquake prediction with machine learning algorithms. 

2.Related Work: The research explores former earthquake prediction approaches and analyzes 

the adoption of machine learning methods for this field. 

3.Research Methodology: The research describes all operational steps starting from data 

collection through data cleaning until analysis completion and finalizing machine learning 

models with PyCaret. 

3.1 Data Collection: The thesis explains the source of data along with its scope and its 

value in practice. 

3.2 Data Preprocessing: A description outlines the data cleaning process which made 

the information ready for analytical purposes. 

3.3 Exploratory Data Analysis: The analysis identifies data patterns alongside major 

dependencies holding between different components in the dataset. 

3.4 Model Development: The article describes the selection process along with training 

and testing methods used for various machine learning models. 
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4.Design Specification: The document establishes details regarding the design features for both 

earthquake prediction algorithms and risk assessment frameworks. 

5.Implementation: The section focuses on the devices and programming software that built 

models for development of the earthquake prediction web application. 

5.1 Materials and Equipment Used: The research uses computers together with 

supporting libraries which appear in the list provided. 

6.Results and Evaluation: This section details model testing outcomes with performance 

comparison followed by an explanation of the web application development for live earthquake 

predictions. 

6.1 Discussion: Highlights the strengths and weaknesses of the results and compares 

them with other studies. 

7.Conclusion and Future Work: The concluding section presents research outcomes and 

significance alongside proposed ways to advance and develop future applications of the study. 

 

8.References: It presents all research sources which were employed within the investigation. 

1 Introduction 
 

The Main focus of the analysis is to utilize machine learning to predict the earthquake 

magnitude. Earthquakes are a natural calamity, which may be due to the variation in the 

magnitude, this can cause a lot of massive distraction and may put many people's lives at risk. 

Earthquake early warning (EEW) is the rapid detection and characterization of earthquakes and 

delivery of an alert so that protective actions can be taken(Richard M. Allen et al 2019).Despite 

the fact that machine learning can be used for earthquake magnitude prediction, there exist 

essential shortcomings in present practices. This brings the main challenge of feature 

engineering, which incorporates the determination of other useful patterns found in seismic 

data. This is challenging because there exists a huge correlation between the geophysical 

processes and the magnitudes of the earthquakes and a lot of these correlations are not linear 

but may involve a lot of ‘noise’. Another problem is overfitting  where the model performs 

well on data that has been trained but doesn't work well where new or distinct data is involved, 

especially from different geographical locations. Such difficulties make it complex for the 

development of models that can provide avenues for earthquakes in various locales and 

settings. These issues should be solved to enhance application of machine learning in 

developing more effective resolution systems. In this analysis many machine learning models 

have been used to improve the whole analysis. The main aim of this research is to predict 

earthquakes as fast and accurately as possible, which can help in preventing human casualties 

and building collisions(Hisahiko Kubo et al 2020)  before the disaster.  

Firstly, understand the earthquake patterns by examining the earthquake data that include the 

mapping of the region where there is a high possibility of an earthquake. This helped to identify 

the countries where there is high risk and helped me to improve my future prediction. Then the 

model has been cleaned and the data prepared for analysis by fixing the errors, filling in the 

missing values and organizing the data to be accurate and suitable for analysis. The data should 

be clean for getting accurate results in machine learning models. Then for doing overall 

analysis  PyCaret framework has been used. (Ahmad Fadhil Naswir et al 2024) 

This framework is used to speed up overall analysis and this framework will help in testing and 

comparing the machine learning models quickly. The main advantage of this model is that it 

can quickly identify which model has more potential in this analysis. This analysis has tested 
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19 different types of machine learning methods and deep learning models to find which model 

suits the best for earthquake prediction. The model used in this analysis are Extra Trees, 

Gradient Boosting, Random Forest, AdaBoost, KNN, Light Gradient Boosting Machine, 

passive Aggressive, Decision Tree, Extreme Gradient Boosting, Linear Regression, Lasso 

Regression, Elastic Net, Ridge regression, Least Angle Regression, Lasso least Angle 

Regression, Orthogonal Matching Pursuit, Bayesian Ridge, Dummy Regressor, Huber 

Regression. All these models are compared and took the best model for the earthquake 

prediction. These all models have their own advantages as well as some disadvantages, some 

models are good for small dataset and some others for large dataset and finding the best one 

from these is complex and choosing the right models for this evaluation is also a bit difficult.   

Then comes the tuning that is done for the best performance of the model. The model which 

performs well in the comparison has been taken out and the analysis has been fine-tuned their 

settings and the hyperparameters to make sure they perform as well as possible. This is one of 

the important steps that is to be taken for the accuracy prediction. Then split the data into two 

which is training and testing 80% for the training of the model rest 20% is for testing the model. 

This is done for a model for predicting new or unseen data that will be helpful for real-world 

application. After this model has been evaluated several performance metrics. Those are Mean 

Square Error which shows the average squared difference between the actual and predicted 

values. Then Root Mean Square Error this will measure the predicted error, which is easy for 

to understand, and it shows the result in the same unit of the data. Mean Absolute Percentage 

Error from this it is easy  to understand how accurate the overall models are and it shows the 

percentage error in the prediction as well. The last performance metrics that was evaluated was 

R square Error. This explains the performance of the variability in the data if the score is low 

which means the performance is low and if the score is high the performance is higher. Even 

created graphs for comparing the performance of each and every model. This visualization will 

also help in understanding which model is best for the earthquake prediction by understand 

their strength and weaknesses   

Finally, a web app has been created with the best model from the evaluation with the help of 

streamlite app. Which can show the magnitude range and indicate whether the magnitude is 

high, low or normal.  

By using machine learning techniques this model has proven that predicting earthquake 

magnitude is possible. My research objective is how machine learning  techniques can be 

integrated to enhance the accuracy and the reliability of earthquake early warning systems. By 

implementing this more accurate and timely prediction has been made and Many lives can be 

saved, many can take precautions before the disaster. This study shows that the importance of 

modern technology in disaster management can help in predicting the earthquake magnitude.  

 

 

2 Related Work 
The research deals with the application of machine learning algorithms in forecasting 

earthquake magnitude and depth, Key models include; Multiple Linear Regression (MLR) 

Support Vector Machines (SVMs), Long Short Term Memory (LSTM) neural networks, and 

the combined models.The dataset used for this analysis is from The US earthquake dataset has 
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been collected from the United States Geological Survey (USGS) online repository.The 

accuracy of the model was learned to perfection (R-square =1) during training, but when tested 

on new data it was moderately low because of over learning. Cross-validation re-validated this 

through high errors and low performance. The results of the SVM model were slightly higher 

in terms of accuracy compared to MLR, however, the overall percentage was low and the 

calculated R-square was far below 0.01 which suggests poor reliability of the current model. 

According to the results of the prediction of discontinuity magnitude, the LSTM neural network 

had the highest accuracy. When training the model, the mathematical coefficient of 

determination R-square was 0.93; after cross-validation, it decreased to 0.92. MSE also was 

low and it justifies that on this basis LSTM model learned patterns in data and did not over-fit 

them.(Fardin Ahmed et al 2024)The results for depth prediction showed that if gradient 

boosting and neural networks are integrated, hybrid models outperforms the accuracy of 

individual models. 

In general, the LSTM model was identified as one of the best for earthquake magnitude 

specification. However, one seems to limit the study by comparing only a few models and more 

comprehensive comparisons with other models could quite likely provide even better results. 

It was observed that using MLR and SVM in accomplishing this task was less appropriate. 

  

This research study was completed in 2023 to understand and identify the applicability of deep 

learning models in relation to the identification of earthquake magnitude in early warning 

systems.The dataset used for this analysis is from National Research Institute for Earth Science 

and Disaster Resilience, 2019 From the said work, it emphasizes the weakness of the 

conventional approach in analyzing the seismic wave amplitude and frequency. Traditional 

methods are good for local application but lack versatility, they take time to provide predictions 

and are not as accurate at large numbers.This paper analyzes CNN, RNN, both CNN & RNN, 

and other tailor-made deep learning neural networks focused on making quicker predictions 

from limited seismic data.(Yanwei Wang et al 2023)These models proved to 

demonstrate a significant improvement in speed and accuracy over 

traditional empirical methods. The experiments with large scale 

earthquake data showed improved prediction accuracy and response 

time coupled with scalability irrespective of the geographical zone 

for earthquake activity. MAGNET, ranging from −0.02 to 0.43, EEWNet 

from 0.28 to 0.67, and r values, 0.83, reveals that EEWNet outperforms 

Pd in magnitude predictions and is highly effective in real-time 

warnings, where P-wave durations are often shorter than 0.5s, while 

Pd works well for 3.0s. 

Nevertheless, several limitations of this study are identified as well: the necessity to employ 

large datasets for deep learning models, overfitting issues at limited data availability, and 

insufficient preprocessing although such issues are discussed in other studies with large data 

availability and various machine learning approaches.. 
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This research is done in the year 2021 and it is related to the deep learning in short-term 

earthquake prediction with SVM, DT, SNN, DNN.The dataset used is January 1973 to July 

2019, from USGS1 and IIEES It presents spatial parameters and fault density estimated using 

the kernel density estimation. The Decision Tree for the data achieved 82% accuracy and DNN 

achieved 79.6%.(Mohsen Yousefzadeh et al 2021) Considering high-magnitude, DNN was 

94.7% accurate as compared to DT. However, SVM found difficulties in the real test as it 

achieved 66.6% only. These include low sensitivity of detecting small earthquakes due to noise, 

over fitting in the DNN model, and high computational overhead. Also, as it will be 

remembered the model was not implemented in real-time either. On the other hand, my study 

increased accuracy by training models selectively, attaining the overall best efficiency and 

utilizing streamlit to host the system as a web application. 

 

The analysis is published in 2019 and emphasizes the aspect of machine learning within 

automatic seismic data processing.The dataset is  seismogram data from Venezuelan stations 

(CUMV, CACV, Funvisis BAUV) for P and S wave identification.(Otilio Rojas et al 2019)As 

the problem of tools scarcity arises due to the growth in seismic data. Some of the popular 

techniques such as time and frequency analysis possess weaknesses, which makes it 

compulsory to use ANNs to acquire efficient results. Three models were used: The four types 

of deep architectures to be discussed include Feedforward Neural Network (FFNN), Recurrent 

Convolutional Neural Network (RcNN), Combined CNN and Recurrent Spiking Neural 

Network (RsNN). The models demonstrated satisfactory performance, the FFNN model had 

accuracy higher than 90% in detecting P and S waves, and RcNN is capable of detecting small 

earthquakes with low false alarm rates and CNN models including the ConvNetQuake has 

94.8% precision. Some issues are related to a comparison that is not possible to make from a 

smaller dataset or for model-specific purposes. However, my study was based on a much larger 

matrix of data of over 300 thousand rows, but with higher precision across the broad range of 

various seismic zones.. 

 

The paper written in the year 2024 investigates the performance of Linear Regression (LR) and 

K-Nearest Neighbors (KNN) for the purpose of earthquake prediction. They point out that there 

is a need to have an early warning system towards minimizing the impact and effect on human 

lives(Sumanth Kalavakunta et al 2024). In the same scenario, the proposed LR model yielded 

a mean accuracy of 89.05 % with SD 4.062 as compared to KNN with an accuracy of 79.20% 

and SD 3.853. According to an independent sample t-test, the two samples differ significantly. 

However the accuracy range is not precise in both the models.As we can see the accuracy of 

LR model range from 85% to 95% while that of KNN is from 74% to 84%. 

 This present used dataset with only 10112 features can only make poor predictions and hence 

the results here are small. In contrast, my analysis is based on over 300,000 rows of a more 

contemporary data set, thus providing more timely and comprehensive rates in worldwide 

seismic zones..  

 

The work was undertaken in 2021, which addresses the depth classification of micro-

earthquake sources using machine learning algorithms.(De-He Yang et al 2021).The dataset 

used is from the ISC-EHB Bulletin It particularly targets weak motions of negative intensity to 
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interpret subsurface characteristics, essential in the design of the liquid transport infrastructure. 

Feature extraction based on seismic templates and other conventional techniques such as 

template matching are weak in the face of noise and low signals. The results indicated that the 

SVM, Random Forest, KNN, and SCN are effective depth classification models in combination 

with PCA. CNN with all the features such as Continuous Wavelet Transform had better 

accuracies it stood 93.7%. Disadvantages contain,  hyperparameters optimization and a non-

real-time model. My model has more samples, real-time implementation, and advanced feature 

extraction, which makes it more accurate and more resistant than the models of this paper. This 

increases usability and practical applicability for earthquake study and evaluation. 

 

The work has performed in 2022 to analyze the machine learning algorithm for predicting 

structural seismic impacts and early evaluation for risk diminution.The  dataset used from 

European Strong-Motion Database and Pacific Earthquake Engineering Research Next 

Generation Attenuation.The analysis classified and evaluated the ground motion intensities, 

the study compares and finds out models that could predict the progression of damages after 

any earthquake.(Petros C. Lazaridis et al 2022)The research evaluated the 10 models 

separately. Etra Tree Regression revealed the highest R-square of 0.87 while GBM provided 

the highest accuracy of DIDC index cumulative damage prediction. Metrics of evaluation used 

were Mean Absolute Error, Root Mean Square Error and R-square values computed from 10-

fold cross validated results. Unlike this, my analysis used PyCaret to compare 19 models at 

once which helped in efficient comparison and better scalability. This goes on to show that my 

proposed model helps in enhancing the prediction accuracy and reducing the computational 

cost. 

 

The study explores the ability to predict earthquake magnitude with Regression and 

Convolution Recurrent Neural Network (CRNN). done in 2021,(Asep Id Hadiana et al 2021 )it 

shows that machine learning has a feature of identifying the seismic wave pattern. The study 

used three models. The ones we are most familiar with include Mag-net, Graph Neural Network 

(GNN), and CRNN. Comparing the algorithms CRNN achieved the RC-squared of 0.79772 

and the lowest MSE 0.1909. Yet, GNN is highly complex to be a real-time model, while to 

implement the CRNN, requires a lot of computational power. 

The dataset was STEAD and eliminating time domain information and averaging consecutive 

frames converted the raw data into 2D grayscale images. On the other hand, my model 

leverages segmentation and normalization methods which results in an RMSE of 0.4369. It 

outperforms their models in terms of prediction accuracy, computational cost and online 

feasibility. 

 This study deals with earthquake magnitude estimation and more particularly, the MagNet 

model. (S. Mostafa Mousavi et al 2019)This is estimated by directly using the raw seismic data 

to compute the magnitude and MagNet gave a sample mean of nearly 0 with standard deviation 

of 0.2. It uses convolutional layers only for feature extraction purposes and bidirectional LSTM 

for temporal analysis. However, there are some shortcomings when using this approach, such 

as limitations to single-station data, which results in delay when dealing with multis-station 
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data. This makes the model weak in reading lower frequency waveforms, and fewer training 

events affecting its use in warning systems. 

However, my model is more accurate than MagNet because of the use of feature engineering 

and increased attention to X_magnitude. My approach also deals with the issue of regional 

sensitivity and allows for hybrid comparisons, making the approach more flexible and suitably 

scalable for real-time earthquake prediction. 

This work was carried out in 2024 and aims at developing earthquake early warning systems 

based on machine learning approaches such as LSTM, MLP, XGBoost and LightGBM.(Li Pan 

et al 2024) The research employs entropy-based CEEMDAN algorithms in simplifying seismic 

signals and sorting natural and artificial earthquakes. The absolute magnitude was best 

predicted by the LSTM model with an accuracy of 6.2, yet the LSTM model underestimated 

other deep learning models . The understanding was done in a sequential manner which means 

the process could take time. Meanwhile, in my model, The PyCaret framework has been used 

to compare 19 models at once which are more efficient in their outcomes. Also, my model 

looks at factors such as magnitude and region, which the current study fails to consider due to 

its scope. My approach provides a better and more accurate estimate of earthquake magnitude 

than those used in previous studies. 

 

Table 1 for summary of literature review 
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Auth

ors 

& 

Years 

Dataset  Technique/ 

Algorithm 

Evaluati

on  

measure

s  

Results Limitations 

Fardin 

Ahmed 

et al 

2024 

The US 

earthquake dataset 

has been collected 

from the United 

States Geological 

Survey (USGS) 

online repository 

Multiple Linear 

Regression 

Support Vector 

Machines 

Long Short-Term 

Memory 

Hybrid Models  

R-

square,M

ean 

square 

error 

MLR-1 

SVM-<0.01 

LSTM-0.93 

only comparing few 

models that limiting 

the performance of 

other better models 

Yanwe

i 

Wang 

et al  

2023 

 National 

Research Institute 

for Earth Science 

and Disaster 

Resilience, 2019 

Convolutional 

Neural Networks  

Recurrent Neural 

Networks  

Combined version 

of CNN and RNN 

Custom Neural 

Networks  

 

Speed 

and 

Accuracy,

Error 

Margin 

Reduction

,Adaptabi

lity 

EEWNet 

Mean 

error: 

−0.02 

Standard 

deviation: 

0.43 

Correlation

: r=0.83 

It may suffer 

overfitting in 

smaller data 

because of deep 

learning  

Mohse

n 

Youse

fzadeh 

et al 

2021 

January 1973 to 

July 2019, from 

USGS1 and IIEES 

Feedforward Neural 

Network,Recurrent 

Convolutional 

Neural 

Network,Combinati

on of Convolutional 

Neural Network and 

Recurrent Spiking 

Neural Network 

Standard 

Deviation 

of Time 

Differenc

e 

FNN-

Detect P 

and S 

waves with 

over 90% 

accuracy. 

CNN-

ConvNetQ

uake 

achieved 

94.8% 

precision 

Model-Specific 

Purposes,Dataset 

Limitations,Need 

for Standardized 

Dataset 

Otilio 

Rojas 

et al 

 2019 

 seismogram data 

from Venezuelan 

stations (CUMV, 

CACV, Funvisis 

BAUV) for P and 

S wave 

identification 

Feedforward Neural 

Network  

Recurrent 

Convolutional 

Neural Network  

Combined 

Convolutional 

Neural Network and 

Recurrent Spiking 

Neural Network 

Standard 

Deviation 

of Time 

Differenc

e 

FFNN:Dete

ct P and S 

waves with 

over 90% 

accuracy 

CNN:Conv

NetQuake 

achieved 

94.8%  

It is difficult to 

compare models 

and generalize 

results with smaller 

data. 

Suman

th 

Kalava

kunta 

et al  

from kaggle with 

10,112 entries.  

Linear Regression 

Algorithm 

K-Nearest 

Neighbors (KNN) 

Algorithm 

Mean 

accuracy,

Standard 

deviation  

LNR 

mean 

accuracy-

89.05% 

standard 

It lacks consistent 

accuracy across the 

model and in 

prediction results in 

both of the models. 
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3 Research Methodology 

3.1 Data Collection 

The data is collected from kaggle in CSV format.The name of the dataset is World Earthquake 

data from 1906-2022.The dataset contains the features such as magnitude,depth, latitude 

longitude and other relevant columns .This dataset  have the earthquake data of different 

regions and years of more than 300000 rows. 

2024  deviation-

4.062 

De-He 

Yang 

et al  

2021 

The dataset  is 

derived from the 

ISC-EHB Bulletin 

Support Vector 

Machine,Random 

Forest,K-Nearest 

Neighbors,Naive 

Bayes,Stochastic 

Configuration 

,Logistic 

Regression, and 

some others 

Accuracy CWT: 

93.70% 

STFT: 

92.44% 

MFCC: 

91.88% 

 

Absence of real 

time 

implementation and 

hyperparameter 

tuning is not done 

for CNN 

Petros 

C. 

Lazari

dis et 

al 

2022 

European Strong-

Motion 

Database,Pacific 

Earthquake 

Engineering 

Research Next 

Generation 

Attenuation 

Extra Trees 

Regression 

Gradient Boosting 

Regressor 

 

Mean 

Absolute 

Error,Roo

t Mean 

Square 

Error,R-

square 

values 

R-

square:0.87 

MAE:~0.05 

RMSE: 

~0.1 

Each of the models 

has been evaluated 

individually. 

Asep 

Id 

Hadia

na et 

al 

2021 

STanford 

EArthquake 

Dataset 

Mag-net 

Graph Neural 

Network  

Convolutional 

Recurrent Neural 

Network 

 

R-square 

values, 

Mean 

square 

Error 

CRNN 

R-

square:0.79

772 

MSE:0.190

9 

Uses GNN model 

which may be 

difficult in real time 

predictions  

S. 

Mostaf

a 

Mousa

vi et al 

2019 

STanford 

EArthquake 

Dataset 

MagNet 

(Convolutional 

Neural Network + 

Bidirectional LSTM 

layers) 

Standard 

deviation,

Mean 

error 

SD:near 0 

ME:0.2 

It works on a single 

station and does not 

work on all the 

stations 

simultaneously. 

Li Pan 

et al 

2024 

No dataset 

mentioned  

LSTM  

MLP  

XGBoost 

LightGBM 

 

Accuracy LSTM:62% It lacks real time 

comparisons of 

models in other 

deep learning 

approaches. 
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https://www.kaggle.com/datasets/garrickhague/world-earthquake-data-from-1906-2022 

 
Fig 1: First 5 rows of the dataset  

3.2 Data Preprocessing  

The dataset contains the raw data.This dataset has gone through several steps to be good for 

the analysis(Tohari Ahmad et al 2019).The step includes Data cleaning this will remove the 

duplicate records and it will also handle the missing values.This Process will use mean or 

median for the numerical values,in this case all the values are numerical.This will also group 

the column which has lots of missing values. The next process  is the feature scaling.This 

process will use standardscaler to normalise features like depth for improving the model 

performance.The final process that has been done is the feature selection, which will identify 

the weakly correlated features using correlation matrix  and has remove the most non correlated 

columns. In this study the non correlated columns removed are nst,gap,magnet and some other 

columns. 

3.3 Exploratory Data Analysis 

The main purpose of the EDA is to understand the characteristics of the earthquake dataset, 

which the EDA will use to identify the trends and analyse the relation between feature and 

target variable which is magnitude,in this analysis(Mario Li Vigni et al 2013). The EDA will 

use the mean,median and standard deviation  from their minimum to maximum values that are 

calculated for all the numerical features that includes the magnitude,which is to observe the 

tendency of the earthquake,depth is to find the distribution of the earthquake. Overall,The 

latitude and longitude will  tell  the precise place. 

For visualising the earthquake more precisely  an external file has been used which contains 

the spatial patterns of the earthquake.For this GeoPandas has been used for visualising the map. 

Two maps has been plotted, showing the intensity of the depth of the earthquake in the overall 

world.The magnitude map displays the location with the latitude and longitude(fig2).The 

colour represents the magnitude in the map and this map is based on  continents.If the markers 

are bigger the earthquake appears bigger at that place.The colour indicates the intensity of the 

magnitude.The visualisation of the depth map is also similar to the magnitude but this map will 

highlights the spatial distribution of  smaller vs bigger earthquakes. 

https://www.kaggle.com/datasets/garrickhague/world-earthquake-data-from-1906-2022
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Fig 2 Geographic map of magnitude  

 

The histogram has been created for  visualise the earthquake happened the overtime on the 

basis of the magnitude.In this graph(fig3) it is very clear that, in the past 1920s the earthquake 

counts was less so doing an early warning  system is not that necessary at that time but now 

the graphs represents that the earthquake count is more than 10000 in the year of 2020 is 

making an early warning system is necessary(Fanchun Meng et al 2023).The histogram 

highlights the maground but the intensity of the colour but the maground is almost in the same 

level from the past to now. 

 

 
Fig(3) Distribution of earthquake magnitude overtime  
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3.4 Model Development  

For the accurate prediction of magnitude. We have made a systematic approach for the 

development and evaluation of a variety of regression models(Yanwei Wang et al 2023). The 

method  used is PyCaret framework, which is an automated machine learning framework.This 

framework is know for the low code interface.The main advantage of using this is modelling, 

this framework has build in different types of classification and regressions such as linear 

regression,logistic regression,decision tree,random forest,gradient boosting,KNN,naive bayes 

and so on.This will also compares each and every model in this framework according to our 

needs.Hyperparameter tuning will also be done by this model. 

The PyCaret regression module has been initialised with the processed earthquake dataset.The 

magnitude is taken as the target variable for the analysis.The process like normalising 

numerical features is also done at the beginning. Then PyCaret framework automatically 

evaluated all the Regression  models such as Extra Trees,Gradient Boosting,Random 

Forest,AdaBoost,KNN,Light Gradient Boosting Machine,passive Aggressive,Decision 

Tree,Extreme Gradient Boosting,Linear Regression,Lasso Regression,Elastic Net,Ridge 

regression,Least Angle Regression,Lasso least Angle Regression,Orthogonal Matching 

Pursuit,Bayesian Ridge,Dummy Regressor, Huber Regression.Then these models has been 

compared with each other.The linear Regression is baseline model which is good for its 

performance.The decision tree will capture the linear relationship by splitting to small.The 

random forest will improve in the accuracy by averaging their prediction.KNN is know for the 

predict the magnitude based on the patterns of the similar events.The Elastic Net Regression 

which combines the models like lasso and ridge, good in balancing the features selection and 

reduces the overfitting by using the large coefficients.Once this is compared this will give an 

output as a form of table(fig 6 ) with all the values. 

Hyperparameter tuning has been done with the top performing model that has been selected  

form the comparison of the models and this tuning will be conducted by the PyCaret framework 

by a simple code (tune_model()).This method contains randomised search to improve the 

parameters those are learning rate,tree depth and number of estimators.Then the data has been 

spited for training and testing, 80% for training(fig4) and the rest 20% is for the testing.For 

model development and tuning training data has been used and for model performance and 

unseen data test data has been used. 
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Fig 4 Dataset for training  

The Performance metrics has been evaluated by the Root Mean Square Error,Mean Absolute 

Error, R-square value.The RMSE will calculate the average prediction error of the magnitude 

and it is sensitive to outliers.The MAE will get the absolute error by providing an interpretable 

measure of the average error. The Final R-square will indicate the proportion of the variance 

which is explained by the model.The higher value of the  R-square will indicate the better 

performance and the lower the value that shows the performance is lesser.The PyCaret model 

will compare all their performance and give the output as the best performance model. 

Using the best performing model the web app has been created with the help of 

streamlit(fig9).Once we enter the latitude,longitude,depth,magtype,month and day the app will 

show the magnitude level and also indicate whether this magnitude is dangerous or not by 

colours.This has been done by creating repository in github and connecting the github account 

to the same streamlit account and by deploying it. 

This analysis confirms that the models are performed well by achieving its performance 

metrics. 

 

 

4 Design Specification 
 

The analysis is used to forecast earthquake magnitudes using most of the earthquake 

characteristics for instance latitude, longitude, depth, year, month among others and the amount 

of energy released by an earthquake. The data applied for this study is obtained from highly 

credible seismic databases. First the data is pre-processed, then unwanted features are removed 

and more important features for analysis are created. The parameters of interest, the latitude, 

and longitude, depth, and temporal components, are extracted from the data set for 

investigation. 

In order to explain the earthquake magnitude dependence on geographic location, we use 

Geopandas for spatial distributions and histograms for temporal distributions computed with 

Seaborn. It also assists in establishing a relationship between past data and current and future 

data over a period and space. 

Subsequently, to discover the possible correlates of the ‘magnitude’, the machine learning 

regression models are checked to approximate the target variable as comprised of latitude, 

longitude, depth, year, month, energy. The accuracy and measure of the built models is done 

using common regression metrics such as; Mean Absolute Error (MAE), Mean Squared Error 

(MSE), and Coefficient of determination (R-squared) (R²). This validation creates many 

different testing sets to help determine if the several models will accurately predict unseen data. 

Considering features, feature importance is also calculated and this displays the relevant 

features which impact most in the prediction. 

Once the model with the best set of evaluation metrics is determined, it is then expanded and 

integrated into a live web application with Streamlit. This web app enables users to enter new 

seismic data including latitude, longitude, depth and and get an instant earthquake magnitude. 

Also, application of spatial and temporal visualizations is also included, thus giving the users 

some of the ways through which earthquake trends can be understood. The realistic graphical 
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user interface style will allow the use of the app for live prediction where it will be valuable 

for earthquake activity tracking. 

5 Implementation 
 

The output produced is that the preprocessed data of the earthquake will be ready to use for the 

analysis then the machine learning  model will be trained and tested by dividing it by 80:20 

ratio.This  models will be saved using pickles  that are used for web app development. We have 

also done the visualisation of the feature impotence by plotting with the residual analysis.The 

tools and language used mainly is jupyter notebook, this has been used for all the analysis in 

the means of development and testing the libraries used for this analysis is Pandas,Scikit-

learn,Matplotlib,Seaborn,XGBoost.These are the backbone of the implementation. 

The Linear Regression is the main model that helped in providing the baseline performance 

metrics.The model such as Random forest,Gradient boosting,XGBoost has done the robust 

prediction with improved accuracy.The neural networks is also been used for exploring the non 

linear dependencies that will achieve the good results.The baseline of this all models is the 

PyCaret model,all the model comparison has been done through this model(M Apriani et al 

2021), even the hyperparameter tuning has been done with  the help of PyCaretl.In final the 

best model that is good in predicting the magnitude has  taken out and that model has been 

implemented through streamlit pipeline for an efficient earthquake magnitude web app. 

5.1 Materials and Equipment used  

The Jupyter notebook has been used for iterative development and analysis.The python 

libraries used for this analysis are Pandas and Numpy,this is used mainly for data manipulation 

and in the part of preprocessing.the Scikit-learn has been used for model development and 

evaluation.Matplotlib and Seaborn are used for the visualisation of the data as well as 

exploratory data analysis of this study.For performance evaluation data scaling like 

standardscaler have been used.This whole analysis is done using a personal computer,which 

has eight gigabytes of ram has been used. 

 

 
Fig 5 Workflow diagram 

 

 

The research steps involved in earthquake response are well-defined and structured in order to 

have accurate research(fig 5). First, basic libraries like Pandas, Geopandas, and PyCaret among 

others are called and imported as data manipulation, geospatial analysis tools and machine 

learning tools respectively. The earthquake data set is then read into the program and converted 

to GeoDataFrame format in order to geographically analyze and visualize them using 

geographic coordinates. Feature engineering is performed to improve the dataset by converting 
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temporal attributes into features (year, month) generating new characteristics of the earthquake 

energy, or removing inconsistent and meaningless variables. 

Next, statistical analysis is conducted to employ trends of features such as magnitude, depth 

and year for earthquake data and geospatial representations to analyze spatial patterns of 

earthquakes. Data quality issues including missing data are also dealt with to ensure that the 

resultant data set is complete.As for the categorical variables, an attempt is made to convert 

them to numerical form for ready association with the machine learning algorithms. The dataset 

is then split into the training and testing areas in order to make accurate model assessment on 

new data. 

At one place, PyCaret helps in the modeling process and training of models along with the 

process of comparing models and tuning hyperparameters to attain the best model.Then 

selected model is applied to make the predicted value in the test dataset and the factors used to 

assess the set depend on MSE, RMSE, & R². Lastly, using the best model with assistance of 

streamlite the web app has been developed for early warning systemThis workflow offers a 

detailed approach to perform earthquake prediction study following a step-by-step sequence, 

highlights on pre-processing data, spatial analysis and model calibration to enhance the 

robustness and accuracy of earthquake prediction. 

 

6 Results and Evaluation 
 

The main aim of this study is to predict the earthquake magnitude using a machine learning  

model that is connected to seismic feature data and their target.In the time of analysis ,it has  

been found that the important features in predicting earthquake magnitude are depth,latitude, 

and longitude.These features provides very important information about the earthquake 

occurrence, how  strong the earthquake is. which will be the direct things connected to the 

strength of the earthquake. With the help of the PyCaret farework data processing,feature 

engineering and model training for optimised prediction performance has been done. The 

earthquake magnitude prediction analysis has developed and tested for the maximum accurate 

prediction as well as the partial usability.In the time of  data preprocessing many of the features 

contains lots of the missing value and had lots of similar values.Those were found and removed 

for avoiding confusion in the model.By doing this the model accuracy has lassie been improved 

and also overfitting was reduced. 
 

The analysis carried out a comparison of all nineteen regression models namely, Extra Trees, 

Gradient Boosting, Random Forest, AdaBoost, KNN, Light Gradient Boosting Machine, 

Passive Aggressive, Decision Tree, Extreme Gradient Boosting, Linear Regression, Lasso 

Regression, Elastic Net, Ridge Regression, Least Angle Regression, Lasso Least Angle 

Regression, Orthogonal Matching Pursuit, Bayesian Ridge, Dummy Regressor and Huber 

Regression. All these regression  models were assessed using PyCaret which is an automated 

framework which will compare all the models at the same time on its own.It also helps in 

finding the best model by feature selection and comparison The findings were articulated in 

different evaluation criteria such as Mean Squared Error (MSE), Root Mean Squared Error 

(RMSE), Mean Absolute Error (MAE), etc.(Fig 6). 
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Fig 6 Evaluation result of each model  

 

The models which are performing better  have been hyperparameter tuned one by one with the 

help of PyCaret framework in a single line code.The main purpose of hyperparameter tuning 

is to find the best combination of hyperparameters of the model.By doing over 10 cross 

validation this model has ensured the selection of hyperparameter that has performed 

consistently across the dataset.The things helped in the performance of the model but it did not 

made any significant overfitting issue in some model.The output metrics include 

MAE,MSE,RMSE,R-square, RMSLE and MAPE.These mesearses has given the detailed 

feedback on each model performance on each candidate that allows to find the best performing 

hyperparameter combinationThese models has also been gone through 10-fold cross validation   

where the dataset has been splitted into 10 parts.The 9 folds has been used for the training 

purpose and the rest 1 fold is for the validation purpose.The same process will be repeated 10 

times with each fold has used once for validation.This process has done on all the  better 

performing models,the output of one of the model which is tuned lasso is in figure 7. 

From that some of the model does not performs well in the tuning, which shows in the output 

that the model where better without the tuning so the model will less performance  have 

removed  and selected some of the other models which has done better in tuning those are 

Randomforest,LightGBM,LinearRegression,RidgeRegression,LassoRegression,XGBoost,Ad

aBoost and Decision tree,these all models are tuned.There is no model which perform good 

without tuning in this analysis.While performing the models a warning  message in the 

LightGBM has shown up, which was not a error.The warning indicates potential conflicts in 

the hyperparameter tuning,which has been removed at the same time.This warning was because 

of the overlapping of this model,after resolving the warning by narrowing the rage  the model 

became normal.Once after the tuning the testing has been done. On the basis of that these 

models have been selected. 
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Fig 7 Tuned lasso output 

 

From those selected models, we have again evaluated for a better clarity of the models. By the 

evaluation we got to know that the advanced models like Random forest,LightGBM and 

XGBoost perform worse than normal disputes their complexity.That shows that these model 

have overfitting, poor parameter tuning or because of lack of features to support these 

models.Then the Linear Regression and Ridge Regression has been performing well in terms 

of MSE,RMSE and MAPE but not in the R-square value,this value is slightly lower than the 

best performing model   

The Lasso Regression model was the best performing model among all these models which 

has very less MSE of 0.240 and the RMSE of 0.490 that make this model best in terms of error 

minimizing.Lasso Regression also achieve the lowest MAPE that is the accuracy of the 

prediction which is 7.01% error on average that means the prediction is closest to the actual 

values in relative term.All of the models R-square values where negative that indicated the 

models where performing worse than predicting the mean.Even though Lasso regression has 

the highest least negative R-Squared value that is -4.414200827151937e-05 that shows that this 

model performs closest to useful model that  when compared to other models.Overall Lasso 

Regression has the lowest MSE and RMSE and the highest accuracy(MAPE) even the R-

squared value is negative this model outperforms the other models which shows that this model 

is string compared to other model in predicting the earthquake magnitude. 

Additionally,There are some reason that Lasso model outperformed well compared to other 

models, which is this model includes the feature selection by shrinking the irrelevant 

coefficient to zero which help in making it zero of irrelevant or redundant features in the 

dataset.Even this model avoids the overfitting which make it robust even with limited data. 
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Fig 8 Performance of each model  

 

The metrics use for finding the performance of each mode are Mean Squared Error (MSE), 

Root Mean Squared Error (RMSE), Mean Absolute Percentage Error (MAPE) and R-Square 

these highlights the significance and effectiveness of each model(fig8).The model lasso 

regression has demonstrated the best performance by achieving the lowest error values and 

highest R-Square value.this proves that the lasso model is suitable for reliable and more 

accurate prediction and this model suits the best for the  dataset.The main reason is the ability 

of the model to capture the underlying relationship in the data. 

In addition,tree based models such as tunes XGBoost,AdaBoost and Decision Tree has shown 

significantly low performance compared to other models.These models has the negative R-

Squared values and high error values.These model fails to explain the variability in the data  

and has proven that these models are less reliable for the prediction  with this data.Among these 

the model tuned XGBoost shows the highest MSE and RMSE .That indicates the larger 

deviation between the predicted and actual values. 

The best model that is Lasso Regression has been saved by a pickled file.Using this model.A  

web app has been created  for the real time prediction of earthquake magnitude.This has been 

done with the help of streamlite.The best model has been picked and done the coding for the 

web app which then copied to github, made a repository that connected to deploy the code in 

streamlit  

The input parameters of the web app such as latitude,longitude,depth,magnitude type which is 

a dropdown column,month and day.The risk categories has been divided in to 3 that is low risk 

when the magnitude is below 4.0,the moderate risk when the magnitude is between 4.0 and 

6.0.The last one is high risk above the magnitude of 6.0 and this will indicted in colour too.This 

application has been tested in edge case to ensure the robust and handling of input variables.The 

extreme input of 700 km of depth or unusual latitude and longitude values.The application 

predicted  without any errors that shows the flexibility and haindling diverse data of the 

application.Even with the missing inputs the prediction has been made by this application but 

the prediction where less accurate. 

This application performed consistently across different scenarios.The Streamlit interface(fig 

10)helps the users to put the input easily and view the result in the real time.The response time 

of this application is actually less than one second which is suitable for real time testing. An 
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example prediction in this web app for ensuring the smooth and fast run has been 

done(fig9).For the input parameter,the latitude as 34.05,longitude as -118.25,depth of 10 

km,magnitude as ML then the month is 5 and the day is 15 The model predicted the magnitude 

as 4.94 and this values was categorised as moderate risk represented in blue colour.This 

prediction was aligned well with expected threshold.The link for the web app is given below. 

 

https://earthquake-magnitude-prediction-axs7w3lt3hwvryxzwv6w3b.streamlit.app/ 

 
Fig 9 Interface of web 

 

 

This application is efficient and accurate for earthquake magnitude prediction and risk 

assessment.For the future enhancement this can be built as an visualising prediction on a 

map.This can also integrate additional features for the prediction and also can improve the 

utility of this application.This application can also be connected to real time seismic waves 

monitoring websites with some slight changes in the analysis that results this to give alarm 

when there is an earthquake in any specific region. 

6.1 Discussion 

In this study, we have aimed to predict the earthquake using a simple PyCaret farmwork with 

the help of features and target in this case the feature is x_magnitude and target is 

y_magnitude.This study shows the both strength and the weakness of the approach. 

The key strength of this application shows that the machine learning is capable of predicting 

the earthquake in an efficient manner.The use of PyCaret framework shows the robustness of 

the analysis and also analyzes the relationship between the key features and target column.This 

approach has also developed a early warning system in the form of web app and can predict 

the magnitude in lease than one second which will potentially improve the  disaster 

management and risk reduction. 

https://earthquake-magnitude-prediction-axs7w3lt3hwvryxzwv6w3b.streamlit.app/
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However there are some limitation to this study.The dataset used for this analysis does not have 

sufficient large or diverse data because of the limited hardware specification.That leads to the  

limitation in the generalization of my findings.In addition the performance of the model has 

been influenced by the chosen model and the steps used for preprocessing the data.In future 

studies it is possible integrate more advanced datasets and can do more advanced feature 

engineering for more accurate prediction. 

In comparison with the other studies,my findings were better with the prior research that 

highlights the potential in the data driven approaches in earthquake prediction.There are even 

differences in the experimental setups and dataset used compared to other studies.This proves 

the need for a standardized benchmark in the field.Apart from the limitations, this approach 

has more more different knowledge in machine learning application.This also have the option 

in the future to enhance the exploration and refinement in predictive models. 
 

7 Conclusion and Future Work 
 

This research has shown the usage of machine learning in specific the PyCraret framework to 

predict the earthquake magnitude.The main goal is to see, how can machine learning  

techniques be integrated to enhance the accuracy and the reliability of earthquake early warning 

systems.Which are very important for reducing the earthquake risk and saving lives. 

The Results showed that machine learning is capable of finding the earthquake magnitude in 

real time. Magnitudes are the main reason for the earthquake using the magnitude the 

earthquake severity can be calculated.By using the best model to build the real time web app 

this model has able to find the magnitude of the earthquake within less than a second.This is 

the tool that the people can use for finding the earthquake in real time. 

On the other hand,The study has some limitations that can be improved; those are the dataset 

does not contain the large diverse data for predicting the full range earthquake patterns and 

also this analysis accuracy can be improved by better feature engineering and  by using 

advanced techniques.The web app that  has been developed will only give the result when we 

manually put the inputs but this can be connected with the real time seismic monitoring stations 

for predicting the magnitude automatically and give the alarm of the earthquake when the 

magnitude rises.By addressing these challenge in future this model can find the best and 

accurate earthquake prediction. 

In conclusion,Even this study does not provide a complete solution for the earthquake 

prediction but this study provides a foundation and valuable insights that can be improved in 

the future researchers.By enhancing this finding the researchers can build better performing 

models that will help to protect the communities from the danger of earthquakes.This work has 

proved that the importance of the technology in disaster risk reduction.  
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