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1 Introduction 

The objective of this document specifies the machine configuration required for 

replicating the scream detection models. This configuration manual provides step-by-step 

instructions for setting up, running, and troubleshooting the scream detection project. 

2 Device Specification 

2.1 Hardware Requirements 

The below image represents the specifications of the device on which the project was 

carried out. 

 

Figure 1 - Device Specification 

2.2 Software Specification 

• Operating System: Windows 10/11, macOS, or Linux 

• Python Version: Python 3.10 or above 
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• Download & Install Anaconda Navigator as it is highly recommended for carrying out 

the project. It contains Jupyter Notebook and necessary python libraries and 

configurations required for running the script smoothly. 

 
Figure 2 – Anaconda Navigator 

3 Dataset 

The dataset for this project was collected from publicly available sources such as 

AudioSet and Freesound. The link for the sources is provided below: 

Source 1 – https://research.google.com/audioset/download.html 

Source 2 - https://freesound.org/ 

The audio file containing human scream and non-scream human scream such as 

environment, vehicle, non-human sounds. 

4 Implementation of models 

4.1 Python Libraries 

The Anaconda platform contains all the python libraries. Install the required python 

libraries and import them in the project. 

https://research.google.com/audioset/download.html
https://freesound.org/
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Figure 3 – Libraries used 

4.2 Load Dataset 

The dataset must be loaded for further process in the project. The audio files are stored 

in a directory and separated as scream and non-scream and labelled as ‘yes’ and ‘no’ 

respectively. 

 

Figure 4 – Dataset Loading 

4.3 Load Dataset 

Since the dataset is imbalanced, they are balanced by up sampling the low class matching 

the number of higher class. So that both the classes can be treated equally by the model. 



4 
 

 

 

Figure 5 – Sampling 

4.4 Data Augmentation 

Transform the dataset as shown in Figure 6 by changing the time, frequency, speed and 

adding noise to the original file. This helps the model to learn about the screams and 

background noises available in the audio file and recognise them as non-scream audio. 
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Figure 6 – Data Augmentation 

4.5 Feature Extraction 

Extract the audio data into numerical features for better analysis as shown in Figure 7. 

Extraction uses MFCCs, Chroma Features, Spectral Contrast and Zer-Crossing Rate for the 

machine learning model to learn better. 

For deep learning models, the audio files are converted to spectrogram images since 

ResNet model can learn better with ImageNet. This can be done as show in Figure 8. 
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Figure 7 – Feature Extraction 
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Figure 8 – Spectrogram Generation 

4.6 Data Splitting 

Split the data into training, validation and testing. This split allows having reliable 

evaluation metrics for each subset as well as avoiding data leakage between them. 

 

Figure 9 – Data Splitting 

Values for data Splitting: 

features, feature_labels, test_size=0.15, stratify=feature_labels, random_state=42 

X_train_val, y_train_val, test_size=0.1765, stratify=y_train_val, random_state=42 
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4.7 Standardization 

Scale the feature data to ensure consistent numerical ranges, which is critical for many 

machine learning models to perform optimally. 

 

Figure 10 - Standardization 

4.8 Model Implementation and Evaluation 

4.8.1 Support Vector Machine 

Train the SVM model with linear kernel. 

 
Figure 11 – SVM Training 

The trained model is then validated with the evaluation metrics such as accuracy, precision, 

recall, f1-score, specificity and balanced accuracy. 

 

 
Figure 12 – SVM Validation and Testing 
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Figure 13 – Balanced accuracy for SVM 

4.8.2 Multilayer Perceptron 

Train the MLP model with hidden layers 100 and 50. 

 

Figure 14 – MLP Training 

MLP is then evaluated with the metrics shown in below image. 

 

 

Figure 15 – Evaluation of MLP 
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4.8.3 ResNet-34 

Load the spectrogram images and transform with respect to ResNet-34. Split the loaded and 

transformed dataset into train, validation and test data 

 

Figure 16 – Load spectrogram data 

Train the ResNet-34 model. 
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Figure 17 – Training of ResNet-34 

 

Figure 18 – Evaluation of ResNet-34 


