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1 Introduction 
 

This is a step-by-step manual on setting up the code and running those for classifying knee 

osteoarthritis images coloured severity levels. The paper describes the hardware required, the 
dependencies, the data acquisition, and the execution procedures. 

 

2 Hardware and Software Specification 
 

This section contains hardware and software set up to the project using powerful cloud-based 

resources provided by the Google Colab Pro. 
 

Category Specification 

Platform Google Colab Pro 

Processor NVIDIA A100 Tensor Core GPU 

System RAM Up to 83.5 GB 

GPU RAM 40.0 GB 

Storage Up to 235.7 GB available in Colab runtime 

Operating System Cloud-based (Google Colab environment) 

System Type Cloud-based, x64 architecture 

Programming Language Python 3.8 or higher 

IDE Google Colab Pro interface with Jupyter Notebook 

compatibility 

 

The python packages used are as follows: 
 

Library Usage 

TensorFlow Building and training deep learning models 

NumPy Numerical computations and array manipulation 

OpenCV Image pre-processing (e.g., resizing, grayscale conversion) 

Matplotlib Data visualization (e.g., plotting loss and accuracy curves) 

Seaborn Advanced data visualization (e.g., confusion matrix 

heatmaps) 

Pandas Data manipulation and tabular data handling 

Scikit-learn Model performance evaluation metrics 
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Use the following script to check for the existence of the main libraries and install them if 

missing: 

 
import importlib 
import subprocess 

 
# List of required libraries 
required_libraries = { 
 "tensorflow": "tensorflow", 

"numpy": "numpy", 
 "opencv-python": "cv2", 
 "matplotlib": "matplotlib", 
 "seaborn": "seaborn", 
 "pandas": "pandas", 
 "scikit-learn": "sklearn" 
} 

 
# Install missing libraries 
for library, module in required_libraries.items(): 
 try: 

   Importlib.import_module(module) 
 except ImportError: 
  print(f"{module} not found. Installing {library}...") 
  subprocess.check_call(["pip", "install", library]) 

 

  

3 Artifacts 
 
 

 
 

 

• Dataset Link.pdf - Contains the link to the Kaggle dataset. 

• Thesis_Class_=_2.ipynb – Code for 2 class case study. 

• Thesis_Class_=_3.ipynb – Code for 3 class case study. 

• Thesis_Class_=_5.ipynb – Code for 5 class case study. 

• x23134682_Thesis_PPT.pptx – Thesis presentation. 

• Video Presentation Link.pdf – Link to presentation video. 

• x23134682_Configuration_Mannual.pdf  

• x23134682_Thesis_Report.pdf 

• test, train, val - Data 
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4 Implementation 

4.1 Opening Jupyter Notebook 
 
Open the required python notebook based on the case study (class 5,3 or 2) on jupyter.  
 

 
 

 

4.2 Dataset 

The dataset used in this project is the Knee Osteoarthritis Dataset with Severity, which can 
be downloaded from Kaggle using the following link:  

https://www.kaggle.com/datasets/shashwatwork/knee-osteoarthritis-dataset-with-severity 
 

https://www.kaggle.com/datasets/shashwatwork/knee-osteoarthritis-dataset-with-severity
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4.3 Granularity Conversion 

Converting the dataset into the required classes based on the case study. The below function 

“reorganize_folder_structure()” is used to reduce the classes from 5 to 3 or 2. 

 

 
 

Only the dictionary “class_mapping” varies for different case studies.  

 

Case Study class_mapping 

Class = 5 NIL 

Class = 3  
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Class = 2  

 
 

 

 

4.4 Image Pre-processing 
 
Preparing the image dataset before training CNN models:  
 

 
 

Preparing the image dataset before training traditional ML models:  
 

 
 

4.5 Modelling 

4.5.1 Deep Learning Models 
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The “train_and_evaluate()” function is used to train the CNN models by sending base_model and model_name 
as parameters. 
 

 
 

Above is an example of running DenseNet121 model using the “train_and_evaluate()” function. 
 

4.5.2 Machine Learning Models 

 
 

The above code is used to train ML models – Random Forest, KNN & Naïve Bayes 
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4.6 Evaluation 

 
CNN models metrics:  
 

 
 

 
 
ML Model metrics:  
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5 Executing the code 
 

• Download and unzip data. 

• Copy train, test and val folders to the same directory as the python notebooks. 

• Make sure the code artifacts are in similar structure down below. 
 

 

 

• Open each jupyter notebook. 

• In the task bar, click Run -> Run All Cells. 
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