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1 Introduction 1

This research is about baby cry classification using machine learning models ranging from
simple models like, SVM, KNN, RF,etc to advanced models like LSTM, RNN,etc includ-
ing hybrid and ensemble approach for machine learning. The purpose of this document
is to provide details regarding the pre-requisite such as software and hardware tools used
in the developing the study, steps for collecting data and executing code.

2 Pre-requisite

The software and hardware requirements used are as follows:

2.1 Software Requirements

2.1.1 Python Environment

Python Version: 3.8 or higher. Pycharm or Anaconda Navigator as development envir-
onments.

2.1.2 Python Libraries

Python Lib Version
numpy 1.24.3
pandas 2.0.3
matplotlib 3.7.5
seaborn 0.13.2
sklearn 1.3.0
tensorflow 2.13.0
keras 2.13.1
xgboost 2.1.1
scipy 1.10.1
torch 2.4.1

Table 1: Python libraries and their versions used in the project.
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2.2 Hardware Requirements

Requirement Specification
OS Windows 11
CPU Intel i7/i9 (10 cores or up)
RAM 8GB or higher
Disk Space 30 GB

Table 2: System requirements for running the project.

3 Data Collection

For this study open source data from Kaggel1 data repository was used. It is set of
labelled baby cries audio files with classes such as hungry, discomfort, tired, belly pain,
and burping.

Download the dataset from the url and save it locally.

4 Environment Setup

1. Install PyCharm Community or Professional edition from JetBrains.

2. Open the PyCharm and set interpreter as 3.8
Goto –> File –> Setting –> Python interpreter –> Select version 3.8 or above

5 Steps to execute code

This section gives all required steps to execute the code and reproduce the results.

1data url: https://www.kaggle.com/datasets/warcoder/infant-cry-audio-corpus
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1. Download Code Artifact Folder and Unzip it
2. Open the folder Code Artifact and locate ’dataset’ folder
3. Unzip the downloaded data set from Section 2 into the ’dataset’ folder
4. Right click on the script file BabycryAnalysisNB.ipynb then open with PyCharm
5. Make sure Python Interpreter is 3.8 or above

6. Right on the first cell and select Run All option.

6 Flow of the Code

6.1 Importing required libraries

All the necessary Python libraries are imported as first step.
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6.2 Importing required libraries

All the necessary Python libraries are imported as first step.

6.3 Data Path and Parameter initialization

Data path and located from local folder and needed parameters are initialized.
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6.4 Data Loading and MFCC feature extraction

Data is loaded and feature extraction is done in this step.

6.5 Exploratory Data Analysis

Exploratory Data Analysis was done on audio data.
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6.6 Data Reshaping

Data reshaping was done for training the models.

6.7 Model Training

Following machine learning model were trained with original data and later with aug-
mented data using SMOTE.
Traditional ML: SVM, KNN, Random Forest, AdaBoost, XGBoost
Deep Learning : CNN, LSTM, RNN
Hybrid Model : CNN-XGBoost, CNN-LSTM
Ensemble Approach : Ensemble Model(CNN,RandomForest,XGBoost,SVM,KNN)
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6.8 Imbalance Data Handling

To handle data imbalance SMOTE was applied.

6.9 Model Training with SMOTE

All the proposed models were again trained with balanced data.
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6.10 Model Evaluation

Evaluation of all the proposed models was performed using accuracy, F-1 Score, precision,
recall and confusion matrix.
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