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1 Introduction
This particular research project is about patient adherence to prescribed medications.

Following sections will outline the tools and technologies needed and were installed. Also the
code execution step by step will be explained further.

2 System Configuration
2.1. HARDWARE SPECIFICATION
. OPERATING SYSTEM : Windows 10
. PROCESSOR: x64 bit i7 processor
. HARD DRIVE: 1 TB
. RAM: 16 GB
2.2. SOFTWARE SPECIFICATION

. PYTHON
. JUPYTER NOTEBOOK

3 Installation and Environment Setup

e python

About Downloads Documentation Communi

Download the latest version for Windows

Download Python 3.13.1

Looking for Python with a different 0S? Python for Windows,
Linux/UNIX, macOS, Other

Want to help test development versions of Python 3.147? Pre-releases,

Docker images
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4 Data Collection

The data was collected from an open source website. Total columns it contains is around 41
columns. Below is the screenshot for the same:

B Mendeley Data

data

Description

evaluation using the generated dataset.

Published: 31 January 2024 | Version 2 | DOI: 10.17632/zkp7sbbx64.2
Contributors: Wellington Kanyongo, Tsitsi Moyo, Absalom El-Shamir Ezugwu, Jean Vincent Fonou Dombeu

Dataset for analysing medication adherence among diabetes
and hypertension patients: Patient-level and medication refill

This is a dataset for medication adherence analytics among diabetes and hypertension patients: Patient-level and medication refill data. This is a
state-of-the-art dataset that is valuable for examining medication adherence among patients with diabetes and hypertension in the setting of a
developing nation. Researchers can build, train, test, evaluate, and distinguish various machine-learning models for medication adherence

5 Implementation

5.1 Libraries used in the research project

Numpy
Pandas
Seaborn
Plotly
Matplotlib

Scipy




# Here I am importing the necessary packages :

import numpy as np

import pandas as pd

import seaborn as sns

import plotly.express as px
import matplotlib.pyplot as plt
import datetime

from matplotlib import style
#matplotlib inline

import warnings
warnings.filterwarnings( ignore")

import scipy

from sklearn.preprocessing import LabelEncoder

from sklearn.preprocessing import StandardScaler

from sklearn.preprocessing import OneHotEncoder

from sklearn.model selection import train test split , cross val
from sklearn.metrics import accuracy score, log loss

from sklearn.metrics import accuracy score, precision_score, req
from sklearn.ensemble import RandomForestClassifier

from sklearn.tree import DecisionTreeClassifier

from sklearn.neural network import MLPClassifier

import xgboost as xgb

from sklearn.linear model import LogisticRegression

5.2 Flow of implementation

Reading the source files for diabetes and hypertension

: diabetes = pd.read_csv('Diabetes Adherence Data.csv")

1 diabetes
PZTIGNT PRACTICE AS AT REFERRING CLAIM CLAIM DUPLICATE
MEMBER INO NZXQ ADHERENCE GENDER NO DIs PROVIDER NETWORKS PRACTICE DL NO LI:S CLAIM
xS 81302 PLUS
0 98788489 0 TZFZDZWZ 2 F 860662 60 TWO NaN 8473210 . N 3285628 7248261 NaN
NYZPIXBI PHARMACY
XR 92398 CIMAS CIMAS
1 98785328 0 TSITSIKZYI 7 M 877344 60 HCCMUTARE PHARMACIES 866776.0 .. N 2760001 6299632 NaN
XUDOTI PHARMACY (2123)
XR 92398 CIMAS CIMAS

2 98795328 0 TSITSIKZYI 7 M 877344 60 HCCMUTARE PHARMACIES 866776.0 ... N 2760001 6299633 NaN

Il

Data Preprocessing

# Removing the unwanted columns or variables from the dataset as shown in the below code:
diabetes new = diabetes[[ 'BENEFICIARY', 'ADHERENCE', 'GENDER', 'UNITS','AMOUNT CLAIMED', "OPTION NAME
htn_new = htn[['BENEFICIARY", 'ADHERENCE', 'GENDER', 'UNITS®, 'AMOUNT CLAIMED', 'OPTION NAME', 'CURREN

diabetes new

BENEFICIARY ADHERENCE GENDER UNITS AMOUNT CLAIMED OPTION NAME CURRENTAGE




# Grouped bar plot of adherence by gender 15 shown as below :
plt.figure(figsize=(8, 6))

sns.countplot(data=df new, x='GENDER', hue='ADHERENCE', palette='viridis"')
plt.title('Adherence Status by Gender is shown below :')
plt.xlabel('Gender")

plt.ylabel('Count")

plt.legend(title="Adherence")

plt.show()
Adherence Status by Gender is shown below :
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# PLotting the visualizations based on dge !

fig _var, j = plt.subplots()

fig_var.set_size_inches(3e, 12)

sns.countplot(x = "AGE’, palette="rocket”, data = df new)
j.set xlabel('Age’, fontsize=15)

j.set_ylabel('Count’, fontsize=15)

j.set_title('Age Distribution is as follows :', fontsize=15)
sns.despine()

Age Distribution is as follows

600~

Count




Model Building

Pl:

Model Building

# Independent Variables

X=df_new[[ 'AGE', *ANNUALCONTRIBUTION', ‘ANNUALCLAIMAMOUNT', "UNITSTOTAL®, 'GENDER_M", 'SCHEMETYPE_MEDIUM®, 'SCHI
'DIAGNOSIS HYPERTENSIOM', 'COVERTYPE STANDARD', 'COMORBIDITY NO COMORBIDITY', ‘COMPLICATIONDEVELOPMENT M

X

AGE ANNUALCONTRIBUTION ANNUALCLAIMAMOUNT UNITSTOTAL GENDER_M SCHEMETYPE_MEDIUM SCHEMETYPE_PREMIUN

0 24 690384.0 10400.00 60.0 False False Falsq

1 53 2718696.0 306366.53 1380.0 True True Falsq

2 46 808284.0 77480.00 600.0 True False Falsq

3 76 8082840 198800.58 840.0 True False Falsq

4 69 808284.0 116872.04 7200 False False Falsq
19274 50 9724602.0 3500.00 300 True False Truy
19275 71 9724602.0 4763.96 30.0 False False Trug
19276 55 6889900.0 3899.19 30.0 True False Truy
19277 43 6859900.0 413 300 False False Truy

rf model = RandomForestClassifier(n_estimators=160, random_ state=42)
rf model.fit(X train, y train)

v RandomForestClassifier

RandomForestClassifier(random_state=42)

# Making the prediction using the testing data , code is shown below :

y_pred = rf _model.predict(X test)

# Metrics calculations

accuracy = accuracy_score(y _test, y pred)

precision = precision score(y _test, y pred, pos label="ADHERENT')
recall = recall score(y test, y pred, pos label="ADHERENT')

f1 = 1 score(y test, y pred, pos_label="ADHERENT')

print(f"\n The Accuracy of Random Forest in scikit learn library is as follows
print(f" The Precision of Random Forest in scikit learn library is as follows

{accuracy}")
{precision}")

print(f" The Recall of Random Forest in scikit learn library is as follows : {recall}")

print(f" The F1 Score of Random Forest in scikit learn library is as follows

{f1}")

The Accuracy of Random Forest in scikit learn library is as follows : ©.806947135344589
The Precision of Random Forest in scikit learn library is as follows : 0.73218378243201




Decision Tree
14]: dt model = DecisionTreeClassifier(random state=42)

15]: dt_model.fit(X train, y train)

I5]: _ s
v DecisionTreeClassifier

DecisionTreeClassifier(random state=42)

16]: 'y pred = dt model.predict(X test)

17]: # Metrics calculations :

accuracy = accuracy score(y test, v pred)

Neural Networks
149]: nn_model = MLPClassifier(hidden layer sizes=(168,), max iter=j

150]: nn_model.fit(X train, y train)

nse . . .
] v MLPClassifier

MLPClassifier(max_iter=30@, random state=42)

151]: y pred = nn_model.predict(X test)

152]: # Metrics calculations :

accuracy = accuracy score(y test, y pred)




