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1 Introduction

The main purpose of this research is to come up with an AI-based personalized loan
pricing model for peer-to-peer lending platforms. Through the use of machine learning
models, the project assesses the borrower’s likelihood of defaulting and sets the interest
rates that are risk-adjusted. All types of data pre-processing, model training, and eval-
uation were performed using Python in the Jupyter Notebook environment Ala’raj and
Abbod (2016) Zhu and Yuan (2018).

This configuration manual gives you an idea of the hardware, environment, data
sources, Python libraries, and models which have been used in this research to make it
reproducible Feng and Dong (2018) Mai and Ma (2019).

2 Hardware

The research was conducted on the following hardware setup:

• Device: MacBook Air M1 (Apple Silicon)

• Operating System: macOS Monterey (Version 12.x)

• Processor: Apple M1 (8-core CPU)

• RAM: 8 GB

• Storage: 256 GB SSD

Figure 1: System Configurations

This configuration ensured sufficient computational power to handle the data set and
execute machine learning models.

1



3 Environment

The project was developed in the Jupyter Notebook, a web-based computer program for
the Python programming language. The Jupyter Notebook was installed through pip,
Python’s command line software installer - the external distribution software stack was
not needed.

3.1 Environment Setup

1. Install Python: Python 3.9 was used for this project. Install Python from the
official website: https://www.python.org/

2. Install Jupyter Notebook: Install Jupyter Notebook using the following com-
mand: pip install notebook

3. Launch Jupyter Notebook: Run the following command to start the environ-
ment: jupyter notebook

4 Data

LendingClub Corporation, one of the pioneering P2P (peer-to-peer) lending corporations,
is the creator of the data set. The data is made up of loan records from 2007 to 2018
that include detailed information about the borrower and the loan.

4.1 Dataset Details

• File: accepted_2007_to_2018Q4.csv

• Size: Approximately 1.8 GB

• Attributes: 151 columns describing loan details, borrower profiles, and payment
statuses.

• Target Variable: loan_status (Encoded as Fully Paid and Charged Off)
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Figure 2: Data Explanation

The data set was downloaded from the LendingClub official website:
https://www.lendingclub.com/info/download-data.action

5 Python Libraries

The following Python libraries were used for data processing, visualization, model devel-
opment, and evaluation:

• Data Manipulation: pandas, numpy

• Visualization: matplotlib, seaborn

• Machine Learning: scikit-learn, xgboost, lightgbm, tensorflow

• Oversampling: imbalanced-learn

• Model Interpretation: shap, lime

5.1 Installation

Install the libraries using the following commands: pip install pandas numpy mat-
plotlib seaborn scikit-learn xgboost lightgbm tensorflow shap lime imbalanced-
learn
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Figure 3: Import of libraries

6 Models

The project implemented the following machine learning models to evaluate borrower
default probabilities and optimize loan pricing.

1. Random Forest

2. XGBoost

3. LightGBM

4. Neural Network

6.1 Model Building Process

1. Data Splitting: The data set was divided into training (70%) and testing (30%)
subsets.

2. Feature Selection: Important features were selected using the Random Forest
feature importance plot.

3. Scaling: StandardScaler was applied to normalize the feature ranges.

4. Hyperparameter Tuning: GridSearchCV was used for optimal parameter selec-
tion.
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Figure 4: Random Forest Classifier Snippet
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