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Configuration Manual 

Kavyasree Panuganti 

Student ID: x23219360 

 

1 Introduction 

Configuration Manual provides the information about the different softwares and the 
hardware’s that are used in the project Classification of Various Diseases in the Mango Crop 

Using Machine Learning. This manual explains all the steps that are required in producing the 
work. 

2 Environment Setup 

Operating System: Windows 11 

Processor: Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz  2.11 GHz 

RAM: 8 GB 

Storage: SSD with 512 GB 

IDE: jupyter notebook 

Programming language: Python 3.7 

3 Libraries used in python 

Importing the necessary libraries that are required in the code. 

 

4 Implementation 

4.1 Dataset loading 
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In this section the code is written to load the dataset, exploring its structure, and visualizing a 

few sample images from each class. 
The below tasks are performed in the code 

1. Load the dataset from the provided path. 

2. Display the number of images in each class. 

3. Visualize a few sample images from each class. 
 

4.2 Data Preprocessing 

This section preprocesses the dataset to prepare it for model training. We will: 

1. Clean the dataset to handle missing or noisy data and apply the data augmentation 

techniques to improve model generalization. 

2. Normalize the images and resize them to 224x224 for consistency with CNN input 

requirements. 

3. Split the dataset into training, validation, and test sets for robust model evaluation. 

The below tasks are performed in this part of code: 

1. Clean data: Remove missing or corrupted images (if any). 

2. Data augmentation: Apply transformations like rotation, flipping, scaling, and color 

adjustments. 

3. Normalize images: Rescale pixel values to the range [0, 1]. 

4. Resize images to 224x224. 

5. Split dataset into training (80%), validation (10%), and test (10%) sets. 
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4.3 Image Segmentation: 

In this step image segmentation is done to highlight the diseased regio in the images. The 

main tasks that are performed in the code is 

• Apply K-Means clustering to segment images into meaningful regions. 

• Highlight diseased regions and visualize segmented images. 

In the code the input image is in rgb format and k denotes the number of clusters which is set 

to 3 to isolate 

Diseased regions, Healthy leaf regions, Background noise. 

First the image is reshaped to 2D array where each pixel is represented by its RGB value to 

make the data compatible with K-means clustering. After that the pixel values are converted 

to float for the numerical stability.then the K-Means algorithm is initialized with 3 clusters. 

Lastly Segmented image is visualized using matplotlib. 
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4.4 Model development 

This section focuses on training Convolutional Neural Network (CNN) architectures to classify 

mango crop diseases. We will use pre-trained models (VGG16, VGG19, ResNet) with transfer 
learning to leverage existing knowledge and fine-tune them on our dataset. The tasks that are 

performed in this code: 
1. Implement CNN architectures (VGG16, VGG19, ResNet) using transfer learning. 

2. Fine-tune pre-trained models on the mango dataset. 

3. Train models using training and validation sets. 

4. Visualize training progress with loss and accuracy curves. 
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4.5 Comparison with Traditional ML Models 

This section evaluates the performance of traditional machine learning models (SVM, Random 

Forest, and XGBoost) using features extracted from trained CNN models (VGG16 and 

VGG19). The tasks that are performed in this part of the code are: 
1. Extract features from trained CNN models (VGG16 and VGG19). 

2. Train traditional ML models (SVM, Random Forest, and XGBoost) on the extracted 

features. 

3. Evaluate and compare performance (accuracy) between the traditional models and 
CNNs. 
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4.6 Model Evaluation 

This section evaluates and compares the performance of all models (CNN and traditional ML) 

using metrics like precision, recall, F1-score, and confusion matrices. We will also summarize 

the results in a comparison table for clear insights. 
The tasks that are performed in this part of the code are: 

1. Compute evaluation metrics (precision, recall, F1-score) for CNN and traditional ML 

models. 
2. Generate confusion matrices for each model. 

3. Generate the model accuracy curves and computational time for CNN Models 
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1. In the below part of the code models' performances of all traditional models with CNN 

are summarized and compared in a table. 
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