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Abstract 

Mangoes are one among the most popular fruits which are widely popular for its taste and the 

nutritional values. Because of this huge demand mangoes are cultivated in vast areas across the world 

however these plants are affected by diseases due to pests and insects which will affect the quantity 

and the quality of the mangoes produced. Traditionally they are detected by checking them manually, 

which takes lot of time due to the manual labour work . With the rise in global demand for mangoes, 

the need for a fast, efficient, and automatic disease detection system has become critical. To achieve 

this the research is done to develop a robust hybrid framework leveraging deep learning techniques, 

such as Convolutional Neural Networks (CNN) and transfer learning, combined with traditional 

machine learning classifiers like Random Forest, Support Vector Machines (SVM), and XGBoost. 

The proposed approach in this research uses the pre-trained CNN architectures, including 

VGG16(Visual Geometry Group with 16 layers) and VGG19(Visual Geometry Group with 19 layers) 

for feature extraction. K-means clustering is employed for doing the image segmentation to segment 

the mango leaf images into different regions based on pixel intensities. After extracting the features 

from CNN these are passed to traditional classifiers for disease classification which are evaluated on a 

mango leaf dataset containing 4000 images. The hybrid approach has performed well when compared 

to standalone CNN models. Among all the models Random Forest using VGG16 features has 

delivered the highest validation accuracy of 97.75%, while SVM and XGBoost models gave the 

competitive results with accuracies of 96.5% and 95.75%. 

 

 
 

1 Introduction 
 

Mango is one of the most important commercial crops in the world as they contribute to both 

food security and economic growth. Mangos are produced by a tropical tree known as 

Mangifera indica which is originated from Myanmar, Bangladesh and Northeastern India, 

mangoes have been cultivated for over 4000 years making them an integral part of cultural 

and agricultural history. Over time, the cultivation of mangoes has been expanded throughout 

Asia, including Philippines, China and Indonesia and subsequently to other parts of the world 

(Saúco, V. 2004). Because of the huge popularity farmers have begun to cultivate the 

mangoes as commercial acreage. But now a days farmers are facing a lot of issues in 

maintaining the good quality and high yield of the crop because of the uncontrollable pests 

and the various diseases occurred to the plants (Misra, A.K. 1992). These diseases can be 

classified into those caused by fungi, bacteria, nematodes and different insect pests like 

mealy bugs, fruit flies and hoppers and diseases like sooty mould, powdery mildew, and 

anthracnose etc as shown in the table1, which reduces the yield and quality of fruits. These 

crop diseases pose a significant challenge to the agriculture industry, particularly in the 

regions where the mango cultivation plays an important role in the economy. 
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Table 1:  Various diseases in Mango leaves 

Disease Name Symptoms 

Anthracnose Black spots and patches on leaves. 

Powdery Mildew Powdery fungal coating on leaves. 

Red Rust Orange-red spots on leaves 

Sooty Mold Black fungal growth on leaf surfaces. 

Leaf Gall Abnormal leaf growth or swellings. 

Bacterial Leaf Spot Small, water-soaked marks turning into black spots. 

Black Rot Dark, necrotic patches on leaves and stems. 

Scab Grayish lesions on leaves causing deformities. 

Algal Spot Greenish to reddish-brown patches on leaves. 

Verticillium Wilt Yellowing and wilting of leaves. 

 

Traditionally farmers used to depend on the advice of the experts in detecting the mango 

diseases, but this process takes a lot of time and labour work for the large farms and checking 

each plant manually may led to many human errors. Also, as these experts are not available 

all the time farmers started depending on the pesticide shops for their help, but these people 

may sell higher margin pesticides regardless of the specific disease, causing the crop loss. 

Farmers need to detect the disease in the early stage to reduce agricultural losses, improving 

the crop yield and ensuring food security (Yahia, 2011). In the study done by De Luna (2019) 

has created an automated system that uses computer vision to detect and classify plant 

diseases. The setup includes sensors inside a motorized image-capturing box that tracks plant 

growth and helps in spotting the diseases. However, this system has various drawbacks, such 

as being costly and needing a trained expert to operate the box. To address these challenges 

this research uses machine learning techniques like Convolutional Neural Networks (CNNs), 

transfer learning, and image segmentation methods like K-Means clustering. It also evaluates 

models like Support Vector Machines (SVM), XGBoost, and Random Forest to check if the 

solution is both efficient and reliable. 

 

Convolutional Neural Networks (CNNs) are type of deep learning algorithms that are very 

effective in analyzing visual data which are suitable for mainly image classification problem 

since they can automatically extract spatial hierarchies of features from input images. These 

are made up of various layers such as convolutional layers, fully linked layers, pooling layers. 

By using these CNNs the model can increase its ability to learn difficult patterns and features 

from the images of mango leaves, so that it can accurately detect the diseases and classify 

them. Along with CNNs architectures like VGG19, VGG16, and ResNet are used for feature 

extraction, and leverage transfer learning to fine-tune pre-trained models on the dataset 

consisting of mango leaves. To change appearance of image and make it more meaningful, 

segmentation techniques such as K-means clustering are used to divide a single image into 

several segments.  
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The research question posed in this study is: 

 

Can advanced machine learning techniques, including CNN architectures and image 

segmentation methods, improve the accuracy and efficiency of mango crop disease 

classification? 

 

To address this question, the following specific objectives were defined: 

1. Investigate the current state-of-the-art methods for crop disease detection and 

classification. 

2. Design a classification framework utilizing CNN architectures (e.g., VGG16, VGG19, 

ResNet) and advanced segmentation techniques. 

3. Implement and compare the performance of machine learning models (SVM, XGBoost, 

Random Forest) with CNN-based approaches. 

4. Evaluate the proposed methods using metrics such as F1 score, precision, accuracy, and 

recall. 

This document is structures as: 

Section 1: Introduction 

This section introduces the study, discussing the significance of mango cultivation, the 

challenges posed by diseases and pests, and the aim to utilize machine learning for disease 

detection. 

Section 2: Related Works 

This section reviews previous research on plant disease diagnosis, focusing on both traditional 

and machine learning-based approaches in agriculture. 

Section 3: Methodology 

This section outlines the machine learning models, and image segmentation techniques used in 

the study, including CNNs, K-Means clustering. 

Section 4: Design 

This section describes the design of the system, including the architecture of the models and 

dataset used. 

Section 5: Implementation 

This section explains the implementation process, covering data preprocessing, model training, 

and integration of techniques like transfer learning. 

Section 6: Evaluation and Results 

The performance of the models is evaluated using metrics such as accuracy, precision, recall, 

and F1-score. Results are compared across different models. 

Section 7: Conclusion and Future Work 

This section summarizes the findings, discusses the study's implications, and suggests future 

research directions. 
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2 Related Work 
 

For conducting any research, it is very important to highlight the earlier studies that are 

conducted. Recent advancements in machine learning (ML) and deep learning (DL) have 

provided the path for automated, efficient, and accurate methods of plant disease detection. 

This literature review explores key methodologies, focusing on the use of DL, hybrid 

approaches, image processing techniques, and transfer learning in agricultural applications.  

  

2.1 Deep Learning frame works such as CNN and transfer learning 

Approaches for Disease Detection 
 

 

CNN has become the powerful tools for recognising the images and extracting the important 

features which helps in the detection of diseases in the plant in a more automatic manner. In 

the work done by Fuentes et al. (2017) shows that the models developed by these deep learning 

algorithms have achieved the remarkable performance on ImageNet and other datasets. Hughes 

et al. (2016) has used the pretrained CNN in his work where the focus was training the last few 

layers only. They have applied these to the coloured datasets which gave the good accuracy of 

99% but the point to be noted in his research is the model was not performing well on the other 

datasets and Ferentinos (2018) has overcome this situation by merging the actual world images 

with already present diseases crop images to enhance the practicability that was missing in the 

case of Hughes. Gulavnai and Patil (2019) proposed Resnet-CNNs coupled with Transfer 

learning techniques for dectecting the disease automatically and identified 4 mango leaf 

diseases namely red rust and golmich, anthracnose, powdery mildew. The results showed that 

the ResNet50 gave better performance than the others ResNet-CNNs such as (ResNet18, 

ResNet34 and ResNet50) with 91.50 percent of accuracy. Inspired by VGG-16, VGG-19, and 

AlexNet, the authors Arivazhagan and Ligi (2018) have developed a CNN  model with three 

hidden layers that could recognise five distinct mango leaf illnesses such as leaf burn, leaf gall, 

leaf webber, Alternaria leaf spots, and anthracnose. The suggested model classified diseased 

photos with an accuracy of 96.67%. However, by adding more photos to the dataset and 

adjusting the CNN model's parameters, the classification accuracy can be raised even higher. 

Wongsila et al. (2021) has suggested a CNN model built on the AlexNet architecture to identify 

the anthracnose leaf disease. The Tensor Flow framework and a dataset of real-world mango 

photos taken with a CDD camera were used to construct the system. More than 70% of the 

diseased mango leaves could be identified using the established technique. 
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Table 1: Summarizing the contribution done for classifying the diseases using deep learning 

techniques 

 

Author(s) Year Approach Key Contributions 

Fuentes et al. 2017 Deep Learning Models 

on ImageNet and other 

datasets 

Demonstrated deep learning models 

high performance on benchmark 

datasets like ImageNet. 

Hughes 2016 Pretrained CNN focusing 

on training only the last 

few layers 

Highlighted performance drop when 

tested on unseen datasets. 

Ferentinos 2018 Merging real-world 

images with existing 

diseased crop images 

Improved model applicability by 

incorporating real-world datasets. 

Gulavnai and 

Patil 

2019 ResNet-CNNs coupled 

with transfer learning 

Identified 4 mango diseases; ResNet50 

performed better than ResNet18 and 

ResNet34. 

Arivazhagan 

and Ligi 

2018 CNN model inspired by 

VGG-16, VGG-19, and 

AlexNet 

Achieved high accuracy highlighted 

the need for more data and parameter 

tuning to improve performance. 

Wongsila et al. 2021 AlexNet-based CNN 

using TensorFlow 

framework 

Used real-world mango images 

captured by a CDD camera for disease 

detection. 

 

2.2 Hybrid Approaches 
 

In the hybrid approach the CNN based feature extraction is done and then these extracted 

features are used with the traditional classifiers such as Support Vector Machines (SVM) and 

Extreme Gradient Boosting (XGBoost) and Random forest in order to efficiently detect the 

disease in the mango plants. A system for classifying mango diseases, specifically, 

anthracnose, bacterial black spot and sooty mold was presented by Prabu and Chelliah 

(2022).For improving the extraction of featues they have used a CNN with crossover-based 

levy flight distribution, and they have used MobileNetV2 model in the learning stage and SVM 

for diseases classification. The experimental results of their research show that the 

classification performances over other state-of-art methods. In the work by Sutrodhor et al. 

(2018), have constructed a MLAD (mango leaf ailment detection) based on Neural Network 

and Support Vector Machine (SVM) classifiers. MLAD can detect and atomically classify four 

diseases, namely scab, anthracnose, Red Rust and Sooty Mold, with an average accuracy of 

80%. Authors Ramcharan et al. (2017) have incorporated the pretrained CNN models by 

training only the few of the last layers by using their dataset and then these features fed to the 

SVM for the classification. This combination has provided the accuracy of 92 percent. 
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For instance, Banerjee and Pamula (2020) evaluated multiple approaches for plant 

classification by using the PlantCLEF-2019 dataset. In their study they have compared the 

standalone CNN approach, CNN combined with AdaBoost, SVM, and their proposed hybrid 

model CNN combined with Random Forest. The standalone CNN model achieved an accuracy 

of 56%, while the inclusion of AdaBoost improved the accuracy to 59.6%. The SVM-based 

approach performed slightly better than the standalone CNN, achieving 58% accuracy. 

However, their hybrid CNN + Random Forest model outperformed all other methods, 

achieving a notable accuracy of 67%. In a study by Bashir et al. (2024) introduced a hybrid 

CNN-XGBoost model to improve the accuracy of DC power forecasting for photovoltaic (PV) 

systems. Validated on a 2.88 kW grid-connected PV system, the model achieved superior 

performance with an RMSE of 44.18 and R² of 0.996, halving the RMSE compared to 

traditional models 

Table 3: Summarizing the contribution done for classifying the diseases using hybrid 

approaches 

Author(s) Year Method Key Findings 

Prabu and 

Chelliah 

2022 CNN with crossover-based 

levy flight distribution, 

MobileNetV2, and SVM 

Classified mango diseases (Bacterial 

black spot, Anthracnose, Sooty mold) 

with improved performance over 

state-of-the-art methods. 

Sutrodhor et 

al. 

2018 MLAD framework using 

Neural Network and SVM 

Detected four diseases with an 

average accuracy of 80%. 

Ramcharan 

et al. 

2017 Pretrained CNN models 

with features fed into SVM 

Achieved a classification accuracy of 

92%. 

Banerjee and 

Pamula 

2020 Standalone CNN, CNN + 

AdaBoost, SVM, CNN + 

Random Forest (hybrid 

model) 

CNN + Random Forest achieved the 

best accuracy of 67%, outperforming 

other methods like SVM (58%) and 

standalone CNN (56%). 

Bashir et al. 2024 Hybrid CNN-XGBoost 

model 

Improved DC power forecasting with 

RMSE of 44.18 and R² of 0.996, 

halving RMSE compared to 

traditional models. 

 
 

2.3 Image Processing Techniques 

It is very important to identify the diseased leaf to save plant production. For the proper 

identification the image processing methods are applied to identify the unhealthy plant leaf 

In the work done by Srunitha and Bharathi (2018) they have developed a method for automatic 

mango leaf diseases recognition and classification in which they have used k-means clustering 

for image segmentation, GLCM (gray level color co-occurrence metrics) for feature extraction 

and SVM for diseases classification. SVM classifier gets accuracy up to 96% but one of the 

model in their research made difficulty in the image segmentation as the leaf had several 

diseases in the same region. In the research done by Singh and Misra (2017) they have used 
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image processing and various segmentation methods to study the plants health. The 

segmentation approach is based on a number of features identified in the image, suggesting 

that the data may be based on their structure or borders, surface deformities, or color 

discrepancies. Abdu et al. (2019) employed machine learning methods to identify plant 

diseases by analyzing photos taken by long-range cameras, such as drones or even satellite 

imagery. By focusing on the leaf's area of interest and eliminating the surrounding area, 

segmentation of photos is accomplished, making it simple to use for improved outcomes. The 

SVM technique is used in this study as a classifier to identify plant leaf diseases. 

Table 4: Demonstration of work done in various image segmentation techniques 

Author(s) Year Methodology Results/Findings Challenges 

Srunitha 

& 

Bharathi 

2018 K-means clustering 

for image 

segmentation. GLCM 

for feature extraction. 

SVM for 

classification. 

Achieved up to 96% 

accuracy using the 

SVM classifier. 

Difficulty in 

segmenting images 

when multiple 

diseases are present 

in the same region of 

the leaf. 

Singh & 

Misra 

2017  Image segmentation 

based on structural 

features, surface 

deformities, and color 

discrepancies. 

Identified multiple 

features in images to 

assess plant health 

effectively. 

NA 

Abdu et 

al. 

2019 Image segmentation 

focused on the leaf's 

area of interest by 

removing surrounding 

areas.  

Improved outcomes 

by isolating the leaf's 

area of interest, 

making the process 

effective and 

straightforward. 

Challenges in 

segmentation for 

diverse leaf 

complexities in real-

world scenarios. 

 

 

The specific problem identified in the literature is the lack of a reliable and accurate system 
for detecting and classifying the mango diseases. Where most of the models used standalone 
CNN models to classify the disease which performed on specific datasets but was unable to 
perform on the new datasets and few other studies have performed on traditional machine 
learning methods like SVM or Random forest alone in detecting the disease in which they 
have issues in detecting the diseases when there are multiple diseases in single leaf. To 
overcome these issues in this project I have used the Hybrid model which uses pretrained 
CNN models like VGG16 and VGG19 in extracting the features and integrated these with the 
traditional machine learning methods like SVM, RandomForest and Xgboost and compared 
those results providing a detailed analysis of their strengths and weaknesses. The data was 
handled in a proper way by doing the preprocessing and augmentation techniques and the 
Image segmentation is done by using the K-Means clustering to group the image pixels into 
clusters which can reduce the segmentation challenges. 
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3 Research Methodology 
 

 

This research aims to classify the mango crop diseases using the advanced machine learning 

techniques such as Convolutional Neural Network (CNN) method along with transfer learning 

techniques. Kdd (Knowledge Discovery in Databases) approach is used in this research as it 

involves the series of systematic steps to conduct effective research as shown in figure. 
 

 
Figure 1: KDD Approach 

 
 

3.1 Selection of the data 

 

The dataset used in this dataset is collected from the public repository. The dataset includes: 

• Classes: Dataset has the images of both healthy leaves and those affected by various 

diseases such as powdery mildew, anthracnose, sooty mould, Bacterial Canker, Cutting 

Weevil, Die Back, gall midge as shown in the figure 2. 

• Number of Images: Dataset contains around 4000 images. 

• Categorization: The data is divided and stored into various folders, each representing 

a different disease. 
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Figure 2: Various images present in the Dataset 

 

3.2 Preprocessing of the data 

Preprocessing of data is an essential step to prepare the original images so that they can 

be used for the machine learning models. The following preprocessing steps are 

employed: 

1. Image Resizing: All images in the dataset are resized to 224x224 pixels. This will make 

sure that they are consistent and compatible to the model. 

2. Normalization: Each pixel value of the images is normalized to a range between [0, 1] 

by dividing by 255. Normalization helps in stabilizing and speeding up the training 

process by ensuring all input values have the same scale. 

3. K-Means Clustering for Image Segmentation:  

K-Means clustering is used to divide the leaf images to separate the diseased areas from 

the background which make the process easier to extract important details by 

highlighting the patterns in the diseased areas. 

• The images are converted into a format where each pixel was treated as a 

separate data point and K-Means is applied to group the pixels into clusters, 

such as healthy areas and diseased regions. Later the background is removed to 

focus on the features of the leaf. 

4. Label Encoding: It is used to convert disease classes into numeric values, to make 

them understand to machine learning algorithms 

5. Data Augmentation Techniques: 

To increase the dataset’s size and variability data augmentation is applied to the existing 

data. Below are the specific techniques applied: 

• Rotation: Images were randomly rotated up to 20 degrees to mimic 

different angles when photos are taken, 

• Width and Height Shifts: Images were shifted horizontally or 

vertically by up to 20% helping the model to recognize leaves even if 

they're not perfectly centered. 
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• Zoom: A zoom range of 20% is applied to simulate images taken at 

different distances 

• Horizontal Flip: Images are randomly flipped horizontally to create 

mirror versions of the existing data 

• Fill Mode: Empty spaces that are created during the transformations 

are filled with nearby pixel values. 

 

3.3 Transformation of Data 

 In the transformation phase, the pre-processed images were prepared for modelling by: 

1. Conversion to NumPy Arrays: Each image is converted into a NumPy array, enabling 

it to be compatible with the deep learning frameworks like TensorFlow and Keras that 

are used. NumPy arrays also facilitate easy manipulation and efficient data storage. 

2. Scaling for Model Input: Images are resized to 224x224 pixels with 3 color channels 

(RGB) to match the input requirements of pre-trained CNN models, ensuring consistent 

input structure and effective use of pre-trained weights.  

3.4 Integration of suitable Data Mining techniques 

 

To determine the most effective model, multiple models are developed and evaluated those 

models based on their performance and accuracy. The first approach of the research is to 

build deep learning models based on the Convolutional neural networks (CNNS) such as 

VGG16, VGG19, and ResNet50 which are implemented using transfer learning. These 

pretrained models are originally trained on the ImageNet dataset which are used for their 

strong feature extraction capabilities. The convolution layers of these models are frozen 

and new fully connected layers are trained specifically for classifying the diseases in the 

mango leaves. By retaining the learned features of the based model and retraining only the 

final few layers computational demands are reduced. 

The second approach involves the traditional machine learning techniques such as Support 

Vector Machine (SVM), Random Forest, and eXtreme Gradient Boosting (XGBoost) 

trained on deep features extracted from the CNN models. The goal is to verify if these 

traditional models, when used with the features derived from the pre-trained CNNs could 

match or exceed the performance of CNNs itself in turns of disease classification accuracy. 

 

3.5  Interpretation or evaluation of the results 

For evaluating the model, metrics such as Accuracy, precision, Recall and F1-score is used. In 

addition to these metrics’ confusion metrics are also used. 

Accuracy: Accuracy is defined as the proportion of the correctly predicted instances to the 

total number of instances in the dataset. 

 
 

Prediction: This is also known as positive prediction value which is the ratio of correctly 

predicted positive observations to the total predicted positive observations. 
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Recall: Recall is the ratio of correctly predicted positive observations (True positives) to that 

of all positive observations. 

 
F1-Score: It is the harmonic mean of precision and recall. 

 
 

Confusion matrix: Confusion matrix is a table which evaluates true values versus the 

predicted values in a matrix format as shown in figure 2. 

 
Figure 2: Confusion matrix 

 

4 Design Specification 
 

In this section, the model designing and the architecture of all the components that are used to 

detect diseases is explained. The architecture follows a 2-tier layout. To develop the models 

Python 3.9.13 is used as the programming language because of its wide range of libraries such 

as Keras and TensorFlow. Also to analyze and visualize the results matplotlib library is used. 

The entire programming such as data preprocessing, transformation, and model 

implementation are conducted using Jupiter Notebook. 

The models that are implemented in this study are as follows: 

 

4.1 Convolutional Neural Network (CNN) 

The first model that is implemented is a basic convolutional neural network (CNN), which 

is a deep learning algorithm that automatically learn the features from the provided input 

images. The CNN model in this study is used to classify mango leaf diseases by assigning 

weights and biases to different regions of the images. The CNN has the several layers like 

the convolutional layer, pooling layer, fully connected layer, and activation functions that 

are used in this research for classifying the diseases in mango leaves. The function of each 

layer is explained detailly in this study below: 

•  Convolution Layer: The convolution layer is the main building block of the CNN. 

This layer takes the input image into RGB channels and then applies the filters to 

produce a feature map. This feature map helps in finding the basic features such as 

edges and curves in the image and the output of this layer is given to the next layer as 

input. 
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• Activation Function: After each convolution, a non-linear activation function is 

applied to increase the network's ability to capture complex features. In this research, 

the Rectified Linear Unit (ReLU) is used, which changes all negative values to zero, 

adding non-linearity to the model and helping it learn complex patterns in the data.  

• Pooling Layer: By using this layer, the spatial size of the feature maps can be reduced 

which in turn reduces the computational requirements and reduces the problem of 

overfitting. 
In this research Max pooling is used to retain the maximum value of the specified region 

without removing the important features. 

• Fully Connected Layer: The Fully Connected Layer (FC) will make the final 

classification by finding the high-level features that are correlated with specific classes 

of mango diseases and the output is then converted in to single dimensional vector using 

a flattening process. After the conversion the output is passed through dense layers. 

•  Dropout Function: 

Dropout function is used to avoid the overfitting. 

• Softmax Function: Finally, the last layer we use is a Softmax layer for the 

classification of different diseases .This layer helps in the probability distribution across 

all the classes, ensuring that the model is trained to perform multi-class classification 

for mango disease identification. 

4.2 Transfer Learning 

Transfer Learning is employed in this study to leverage the power of pre-trained deep learning 

models. This technique will use an existing model, which is pretrained on the large datasets 

and using it for the current problem of mango disease classification.by using the transfer 

learning the computational burden and training time can be reduced since the feature extraction 

layers are already well trained to recognize the common factors. 

• VGG16 and VGG19: VGG16 and VGG19 which are applied in the study is introduced 

by the Simonyan and Zisserman (2015), this model will use the stacked 3x3 

convolutional layers and max pooling to extract the meaningful features from the 

images. For the classification of disease in the mango leaves only the last few fully 

connected layers are retrained while the rest of the model remains unchanged.in VGG16 

and VGG19 the numbers 16 and 19 indicate the total weight of the layers in those 

respective models.Thus in this research these architectures are used for the proper 

image recognition in disease detection of the plant leaf.           

• ResNet: ResNet is a deep convolutional neural network that addresses the vanishing 

gradient problem through the use of residual learning.In this model ResNet50 (with 50 

layers) is employed to extract robust features for mango leaf disease classification. Only 

the fully connected layers are retrained while the rest of the model remains frozen. 

4.3 Support Vector Machines (SVM) 

SVM is one of the supervised learning algorithms which is widely used in the classification 

problem. In this research SVM algorithm is used to classify the diseases in the mango leaf 

based on the deep features that are extracted using the CNN models in the above stage. 

Each mango leaf image is represented as a point in n-dimensional space where n is the 



13 
 

 

number of features, and SVM attempts to find the optimal hyperplane that separates 

different classes. 

4.4 Random Forest 

Random Forest is an ensemble learning technique that works by creating multiple decision 

trees. In this research random forest uses the features extracted from the above CNN models 

to classify the diseases tin the mango leaves.By using the Random forest overfitting can be 

reduced by averaging the outputs of many trees. 

4.5  eXtreme Gradient Boosting (XGBoost) 

XGBoost is an open-source library that provides high-performance implementation of 

gradient-boosted decision trees. This method builds an ensemble of trees in an iterative 

fashion, where each new tree aims to correct the errors of the previous one. XGBoost has 

been applied to the extracted features from mango leaf images, leveraging the boosting 

approach to effectively reduce errors and provide better classification accuracy. This 

approach works by training successive models until improvements plateau, thereby 

producing an optimal model for classification. 

5 Implementation 
 

 5.1 Environment: 
The models in this research is done by using python 3.7 in the jupyter Notebook IDE where 

the deep learning models are implemented using TensorFlow 2.x and Keras. Keras provide a 

user-friendly interface which makes it easy to use the tensor flow functions and model building 

process. For image processing tasks such as resizing and normalizing input images OpenCV is 

used, while Matplotlib is used for visualization purposes.  
 

 
Figure 3: Specifications 

5.2 Handling of Data: 

As mentioned in the subsection 3.1 the dataset used in this model is comprised of 4000 images 

of both healthy and diseased. In order to prepare the data Image processing was the first step 

mentioned in the subsection 3.2 where all images were resized to a consistent dimension of 

224x224 pixels. As a next step normalization was applied to scale the pixel values to a range 

between 0 and 1 by dividing each pixel value by 255.Then the disease classes were converted 

to numeric labels as shown in the table 5. These numeric labels were assigned during the label 

encoding process to dataset 

Table 4:  Shows the label encoding for the diseases 

Disease Class Numeric Label 

Powdery Mildew 0 

Anthracnose 1 

Sooty Mould 2 

Bacterial Canker 3 

Cutting Weevil 4 

Die Back 5 

Gall Midge 6 

Healthy 7 
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To improve the datasets variability and to avoid the risk of overfitting data augmentation 

techniques are applied as mentioned in the subsection 3.2.as a most important step in data 

handling involved K-Means clustering for image segmentation, aimed at isolating the disease-

affected regions from the healthy portions of the leaves. The K-Means clustering algorithm 

was applied to group the image pixels into distinct clusters based on their intensity levels, 

representing diseased areas, healthy leaf regions, and background noise. The segmentation is 

configured into 3 clusters corresponding to diseased regions, healthy leaf areas, and 

background noise. The segmentation process used the Euclidean distance to measure how 

similar the pixel colours were. From the below figure we can see the segmented images that 

clearly highlighted disease-specific regions on the mango leaves. 

 
Figure 4: Segmented Images 

 

5.3 Architecture: 

As mentioned in subsection 4.1, the architectures of all the models built for classifying mango 

crop diseases are described below. The study implements a variety of models, including a basic 

Convolutional Neural Network (CNN), transfer learning with pre-trained models (VGG16, 

VGG19, ResNet50), and traditional machine learning classifiers (Random Forest, SVM, and 

XGBoost). These models are tailored to efficiently detect and classify mango leaf diseases from 

input images. 

5.3.1 Convolutional Neural Network (CNN) 

The first model implemented is a basic CNN which automatically learns features from input 

images by assigning weights and biases to different areas of the image. To implement the model 

packages such as Conv2D, MaxPooling2D, Activation, Flatten, Dropout, Dense, and others are 

imported from the TensorFlow library using Keras.The CNN implementation in this project 

used pre-trained architecture (VGG16, VGG19, or ResNet50) as the base for feature extraction, 

leveraging their pre-learned convolutional layers. Custom layers, including a Flatten layer, a 

Dense layer with ReLU activation, a Dropout layer, and a final Dense layer with softmax 

activation, are added for classifying mango leaf diseases and the pre-trained layers are frozen, 

focusing training only on the new layers to reduce computational costs and improve 

efficiency.The CNN model is trained with the following hyperparameters: 

Batch size: 32, Learning rate: 0.001, Epochs: 10, Optimizers: Adam. 

 

 

5.3.2 Transfer Learning 
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As mentioned in subsection 4.2, transfer learning leverages pre-trained neural network models 

to reduce computational costs and training time. In this study, transfer learning is implemented 

using VGG16, VGG19, and ResNet50, which are pre-trained on the ImageNet dataset 

containing millions of images across 1000 classes. 

These models are adapted for mango leaf disease classification by: 

1. Freezing the convolutional base layers to retain learned features. 

2. Adding custom dense layers to classify diseases into multiple classes. 

3. Using softmax activation as the classifier for multi-class classification. 

Parameters for transfer learning models: 

• Input shape: 224x224x3 

• Dense layers: One fully connected layer with 128 neurons, ReLU activation, and a 

dropout layer to prevent overfitting. 

• Final layer: Softmax activation for disease classification. 

• Optimizers: Adam with a learning rate of 0.001. 

5.3.3 Random Forest 

As mentioned in subsection 4.4, Random Forest is an ensemble learning method used for 

performing classification. In this study, the RandomForestClassifier from the sklearn.ensemble 

library is used and the features that are extracted from the pretrained models is used in the 

training. 

5.3.4 Support Vector Machine (SVM) 

As mentioned in subsection 4.3, SVM is a supervised learning algorithm used for classification 

tasks. In this study, the svm.SVC module from the sklearn library is used and the features that 

are extracted from the pretrained models is used in the training.In this model Linear kernel is 

used for improved performance and the model is evaluated using an 80:20 train-test split. 

 

5.3.5 eXtreme Gradient Boosting (XGBoost) 

As mentioned in subsection 4.5, XGBoost is a gradient-boosted decision tree algorithm that 

improves model accuracy by iteratively correcting classification errors. In this study, the 

XGBClassifier from the xgboost library is used and the features that are extracted from the 

pretrained models is used in the training. In this research this model is evaluated against other 

models for its ability to classify mango leaf diseases accurately. 

 

6 Evaluation 
 

In this section the performance of the models such as Random Forest, XGBoost and SVM are 

evaluated on classifying and detecting diseases in the mango plants. These models are trained 

on the feature representations that are derived from the best performing deep learning models 

such as deep learning models such as VGG16, VGG19, ResNet50.To evaluate these models’ 

various metrics like accuracy of the classification, precision and recall metrics are considered. 

6.1  Performance of Deep Learning Models 

1. VGG16 Model 

The VGG16 model performed very well with the steady decrease in the loss from 

1.8264 to 0.2730 in the last epoch as shown in the figure 7 achieved a training accuracy 
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of 89.95% and a validation accuracy of 94.50% after 10 epochs. This progression in the 

model reflects the  model's convergence and ability to generalize well on the validation 

data. Also, from the confusion matrix that’s developed we can observe that diseases like 

Anthracnose and Powdery Mildew, are classified wrongly for some samples. For 

Anthracnose, model was able to identify the 37 samples correctly out of 50 , and 5 

samples are wrongly identified as Die Back and 2 as Bacterial Canker. 

 

 
Figure 5: Confusion Matrix for the VGG16 Model           

                  

Figure 6: Plots for VGG16 Model Accuracy                               Figure 7: Plots for VGG16 Model Loss 
 

2. VGG19 Model: 

The VGG19 model has performed well outperforming the VGG16 with validation 

accuracy of 96.75%, outperforming VGG16 but the training accuracy was slightly 

lower at 73.54% which indicates that the model is slightly overfitting. From the figures 

9, 10 we can observe that that the loss is gradually decreased and the accuracy is 

increased over the 10 epochs similar to VGG16.The confusion matrix for VGG19  

shows the improved classification performance particularly to Anthracnose disease 

classifying 44 out 50 samples correctly. Yet 2 samples are misclassified as Die Back 

and 1 each as Gall Midge and Powdery Mildew. 
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             Figure 8: Confusion Matrix for the VGG19 Model           

 

 

 

  
Figure 9: Plots for VGG19 Model Accuracy                               Figure 10: Plots for VGG16 Model Loss 

 

3. ResNet50 Model 

The ResNet model did not perform well with least validation accuracy of 12.5% which 

is very less when compared to VGG16 and VGG19. Therefore, features produced from 

the ResNet model are not used in further training process for traditional models. 

 

 
Figure 11: Training Summary of ResNet model. 
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6.2 Performance of Hybrid Models 
 

1. SVM (VGG16 and VGG19 Features) 

SVM model when combined with the features of VGG16 performed very well with 

the accuracy of 96.5% which shows that it is very capable in handling the complex 

classification tasks very effectively. The other metrics of this model such as precision 

and recall are 97% and 96.5% which showcases the well balanced performance of this 

model in minimizing false positives and false negatives. 
When SVM is used with VGG19 features it maintained the same accuracy of 96.5% 

and the precision was slightly reduced to 96.85% .This consistency across different 

feature shows the SVM's versatility as a classifier. 

                           
Figure 12: Evaluation of SVM with VGG16                                Figure 13: Evaluation of SVM with VGG19  

 

 

2. Random Forest (VGG16 and VGG19 Features) 

3. Random Forest has demonstrated the highest performance when compared with other 

models. Random Forest with VGG features achieved a good accuracy of 97.75% 

outperforming both SVM and XGBoost. The precision was 98.50%, and recall stood at 

97.75%, which indicates that the model can accurately classify both positive and 

negative cases with minimum errors. The F1-score of 98.12% highlights the model's 

superior overall performance. However, when the model is tested with the VGG19 the 

metrics were slightly dropeed where accuracy was 96.25%, precision at 96.80% and 

F1-score at 96.52%                                                 

  

Figure 14: Evaluation of Random Forest with VGG16            Figure 15: Evaluation of Random Forest with VGG19 
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4. XGBoost (VGG16 and VGG19 Features) 

XGBoost model performed well with an accuracy of 95.75%, precision and recall 

values of 96.20% and 95.75%, this model slightly falls behind other 2 models. 

Similarly, using VGG19 features, the accuracy dropped marginally to 95.50%, with 

precision and recall values of 96.00% and 95.50%, respectively. The F1-score of 

95.75% remained consistent in both the models. 

  
Figure 16: Evaluation of XGBoost with VGG16           Figure 17: Evaluation of XGBoost with VGG19             

 

6.3 Model Performance Summary 

The table below summarizes the model performance based on various metrics. 

Table 6: Comparison of model performance 

 
The combination of Random Forest and VGG16 features achieved the highest accuracy of 

97.75%, making it the best model for mango disease classification. 

6.4 Discussion 
 

The main objective of this research is developing the efficient and automated model for 

classifying the diseases across the mango leaves. In order to achieve this the model is 

developed with the combination of pretrained CNNs with the traditional machine learning 

methods such as SVM, Random Forest and XGBoost. Before training these models various 

preprocessing techniques such as image resizing, Data Augmentation, normalization and 

image segmentation are done. For doing the image segmentation the K-means clustering is 

done to segment the mango leaf images into three distinct regions: diseased areas, healthy 

regions, and background noise. 
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Among the CNN models VGG16 and VGG19 performed well with the accuracies of 94.5% 

and 96.7% whereas ResNet model did not perform well and produced the least occuracy of 

12.5% due to which it is not considered further in training the traditional machine learning 

models. 

From the features that are extracted in the above step by using the VGG16 and VGG19 are 

used to train the traditional machine learning algorithms out of which Random Forest with 

VGG16 performed well with best accuracy 97.75%. SVM and XGBoost also performed well, 

with accuracies of 96.5% and 95.75%, respectively. 

Despite developing the best models using the hybrid approach, the model can be improved by 

working on the dataset that has the real-world images. 

 

7 Conclusion and Future Work 
 

In conclusion, as stated in section 6 this study successfully demonstrated the effectiveness of 

using CNN-based transfer learning models, particularly VGG19, VGG16 along with the 

traditional models for the classification of mango leaf diseases.Using the techniques like data 

augmentation has enhanced the models ability to generalize and perform accurately on 

unseen data. also, including the image segmentation techniques such as K-means clustering 

improved the feature extraction process. While VGG19 emerged as the most effective model 

when used alone, VGG16 has shown its effectiveness when worked with the traditional 

models. Among all the models vgg16 with random forest has shown the most efficient results 

with the accuracy of 97%. The rest 2 models XGBoost and SVM also worked well with 

around 96% and 95% respectively. 
In the future this model can be improved by working on the real time datasets where the main 

focus here is extending the dataset with wide range of real world images.Also, Incorporating 

more advanced deep learning architectures, such as EfficientNet or Vision Transformers, 

could further improve accuracy more. 
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