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1. Introduction 
This configuration manual provides the necessary instructions to set up and execute the hybrid 

deep learning approach for time series anomaly detection, as described in the research. The 

methodology incorporates LSTM, RNN, and GRU Autoencoders, alongside the Isolation 

Forest algorithm for anomaly detection in a New York City taxi dataset. The steps outlined in 

this manual will guide you through the configuration, installation, and execution process for 

the entire workflow. 

 

2. System Requirements 
To run the anomaly detection models, ensure that your system meets the following hardware 

and software requirements: 

 

Hardware Requirements: 

 CPU: At least 4 cores for model training 

 RAM: 8 GB or more for smooth execution 

 Disk Space: 10 GB minimum for dataset and model storage 

 

Software Requirements: 

 Operating System: Linux, macOS, or Windows 

 Python 3.7 or higher 

 Required Python Libraries: 

 numpy==1.23.1 

 pandas==1.5.3 

 scikit-learn==1.2.0 

 tensorflow==2.10.0 

 keras==2.10.0 

 matplotlib==3.6.0 

 seaborn==0.11.2 

 scipy==1.9.3 

 sklearn==0.0 

 openpyxl==3.0.10 
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3. Dataset Preparation 
The dataset used in this research is a New York City taxi dataset containing time series data.  

 

Steps for preparing the dataset: 

 Download the dataset: Where the dataset is sourced from the kaggle for Numenta Anamaly 

Benchmark (NAB) 

 

Preprocessing: 

 Ensure the timestamp column is in datetime format. 

 Normalize the 'value' column using MinMaxScaler (scikit-learn). 

 Create time sequences for model training using a rolling window approach. The size of the 

window can be adjusted based on the nature of the dataset. 

 

4. Model Configuration 
There are four main models in this research: LSTM Autoencoder, GRU Autoencoder, RNN 

Autoencoder, and Isolation Forest. 

 

4.1 LSTM Autoencoder Configuration 

 Model Architecture: 

 Input Layer: A sequence of time steps. 

 Encoder: LSTM layers with decreasing units. 

 Decoder: LSTM layers to reconstruct the input. 

 Compilation: 

 Optimizer: Adam 

 Loss function: Mean Squared Error (MSE) 

 Training: 

 Epochs: 30 

 Batch Size: 32 

 

 
 

https://www.kaggle.com/datasets/boltzmannbrain/nab
https://www.kaggle.com/datasets/boltzmannbrain/nab
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4.2 RNN Autoencoder Configuration 

 Model Architecture: 

 Similar to the LSTM Autoencoder but using standard RNN layers. 

 Compilation: 

 Optimizer: Adam 

 Loss function: Mean Squared Error (MSE) 

 Training: 

 Epochs: 30 

 Batch Size: 32 

 

 
 

4.3 GRU Autoencoder Configuration 

 Model Architecture: 

 Similar to the LSTM Autoencoder but using GRU layers. 

 Compilation: 

 Optimizer: Adam 

 Loss function: Mean Squared Error (MSE) 

 Training: 

 Epochs: 30 

 Batch Size: 32 
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4.4 Isolation Forest Configuration 

 Model Setup: 

 Contamination: 5% (set based on expected percentage of anomalies in the data). 

 Training: 

 Fit the model on the preprocessed training data. 

 Predict anomalies on the test data. 
 
 

 
 

5. Running the Models 
The following steps outline the process for running the models: 

 

5.1 Preprocessing the Data: 

 Load your dataset (e.g., NYC taxi data). 
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 Convert the timestamp to datetime format. 

 

 

 
 

 Normalize the 'value' column using MinMaxScaler. 

 

 
 

 Create rolling time windows for sequences and split the data into training and testing sets. 

 

 
 
5.2 Train LSTM, RNN, and GRU Autoencoders: 

 

 Define and compile each Autoencoder model. 

 Train them on the training data and monitor the reconstruction error. 
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5.3 Detect Anomalies: 

 Calculate reconstruction error for both training and test sets. 

 Set a threshold based on the 95th percentile of the training error. 

 Anomalies are detected if the reconstruction error exceeds this threshold. 
 

 
 
 

6. Evaluation and Visualization 

 
Performance Metrics: 

 Evaluate models using MAE, MSE, RMSE, and R² scores to measure reconstruction error. 

 Compare the performance of the LSTM, RNN, and GRU models along with the Isolation 

Forest model. 
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Conclusion 
This configuration manual provides you with the steps necessary to set up, execute, and 

evaluate hybrid deep learning models for time series anomaly detection. By following these 

instructions, you can replicate the research and adapt it to your specific use case. 

 

References 
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