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Configuration Manual 

Vishnunath Nharekkat 

x22234217 

 

1. Introduction 
 

This configuration manual provides guidelines for configurations and implementation of 

the sentiment analysis project on Indian Election Tweets. This paper describes the 

requirements, folder structure, data preparation procedures, and steps to train and test SVM 

and LSTM models. This document is intended to help the users manage the running process 

of the sentiment analysis pipeline as well as to point at the potential problems that may 

occur during the process. 

 

2. Environment setup 

 

2.1 System specification 

 
Operating System Windows 11 Home Edition 

Installed RAM 16.00 GB 

Processor AMD Ryzeb 7 4800H with Radeon 

Graphics 2.90 GHz 

System Type 64-Bit Operating System 

Programming Language Python Programming 

Package Management PIP 

Development Environment Jupyter Notebook 

 

2.2 Technical specifications 

 
The research was conducted employing a sophisticated computational tool, the 

Python language. The following packages were utilized: 

 

1. Numpy 

2. Pandas 

3. Matplotlib 

4. Sklearn 

5. NLTK 

6. String 

7. Re 

8. emoji 
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9. Keras 

10. Tensor flow 

11. Transformers 

 

3. Project Development 

 

3.1 Data source 
 

The data for this research comprises the tweets collected from the Twitter platform and 

focus on the 2019 India General Elections, obtained from Kaggle. This is a tweet dataset 

with the name IndianElection19TwitterData.csv that consists of tweets containing 

hashtags, mentions, and keywords of the major political parties and leaders in India. 

 

Key Details: 

 

1. Source: Kaggle (a platform for datasets and data science projects). 

2. File Format: CSV (Common-Separated Values). 

3. Location: https://www.kaggle.com/datasets/yogesh239/twitter-data-about-2019-

indian-general-election 

4. Attributes: 

• Tweet ID (string): Unique identifier for each tweet. 

• Date and time (string): Date and time of the tweet posted. 

• Username (string): Twitter handle of the user. 

• Tweet Text (string): The full content of the tweet. 

5. Total Records: 1,42,566 rows and 4 columns 

 

 
Figure 1: Dataset 

 

The username in the above image is blurred as per privacy concerns. 

 

https://www.kaggle.com/datasets/yogesh239/twitter-data-about-2019-indian-general-election
https://www.kaggle.com/datasets/yogesh239/twitter-data-about-2019-indian-general-election
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3.2 Data Pre-processing 

 
• Checking the size of the dataset, data types, and is there any null values in the 

dataset. 

 
Figure 2: Basic preprocessing checks 

• The function for cleaning the tweets in the data includes removing URLs, mentioned 

usernames, hashtags, punctuations, numbers, emojis, and stop words, and converting 

the text into lowercase and lemmatizing it into base form. 

 

 
Figure 3: Cleaning the tweets 

 

• Dropping the duplicates from the dataset for better training. 

 

 
Figure 4: Dropping duplicates 
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3.3 Sentiment Analysis 

 
• The code below shows how to perform sentiment analysis of the tweets as well as 

preprocessing using a tokenizer and the already-trained pipeline. First, the 

sentiment-analyzer pipeline from the Hugging Face library is prepared to classify 

the sentiment, and for tokenization the AutoTokenizer from the model “bert-base-

uncased” is used. The Token_Count column is then created by adjusting the number 

of tokens per tweet using the tokenizer’s tokenize method. Considering BERT’s 

input size is restricted to 512 tokens for each instance, Tweets_Truncation column 

is included where tweets can be either truncated or padded depending on its length 

and then converted back into text form using the encode and decode functions of 

the tokenizer. Last of the features, the Sentiment column is generated as the result 

of the corresponding sentiment analyzer applied to the motionless first 280 

characters of each tweet and containing ‘POSITIVE’ or ‘NEGATIVE’ values. This 

pipeline guarantees preprocessing and accurate sentiment classification besides 

constraining models to their capacity. 

 

 
Figure 5: Sentiment Labeling using BERT 

3.4 Exploratory Data Analysis 
 

• Bar chart and pie chart diagram for understanding about the data. 

 

 
Figure 6: Bar chart diagram code 
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Figure 7: Pie chart diagram code 

 

3.5 Model Development 

 
• Code for implementation of SVM and LSTM.  

 
Figure 8: SVM Model development  
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Figure 9: LSTM Model development  

 

3.6 Results  
 

• Code for finding results of SVM and LSTM for comparison and we plotted the ROC 

curve and accuracy plot for a better understanding of the model's performance.  

 

 
Figure 10: SVM Model Results 

 

 
Figure 11: SVM ROC Curve 
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Figure 12: LSTM Model Results 

 

 

 
Figure 13: LSTM Accuracy plot 

 

 

 
Figure 14: LSTM ROC Curve 

 


