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Early Detection of Parkinson’s Disease Using Deep Learning Models (GRU and 

LSTM) 
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1. Hardware Requirement 

Hardware used for this research is a HP Elitebook with 8 gb ram and windows 10 operating 

system with Intel i5 processor as shown in Fig 1 

 

 

Fig 1: Hardware Requirement  

 

2. Software Requirement 

Software used in order to complete the research was Jupyter Notebook under Anaconda 

navigator, python programming language and Google Colab 

 

Fig 2 Software Requirement 

3. Implementation 

Only one python notebook file “Parkinson,ipynb” has been used in entire research project to 

implement the code  



 
 

 

Below is the list of libraries required to implement the pipeline. These libraries facilitate data 

preprocessing, visualization, feature extraction, and model development. 

 Core Libraries: 

o numpy: For numerical operations and array manipulations. 

o pandas: For data manipulation and analysis. 

o matplotlib and seaborn: For data visualization and exploratory analysis. 

 Data Preprocessing and Feature Engineering: 

o sklearn (scikit-learn): For preprocessing (label encoding, normalization, 

PCA) and model evaluation (cross-validation, metrics). 

 Deep Learning: 

o tensorflow and keras: For building and training the GRU and LSTM 

models. 

 Audio Processing : 

o librosa: For feature extraction from audio files (e.g., jitter, shimmer, 

harmonic-to-noise ratio). 

 Optional Libraries: 

o audiomentations: For audio data augmentation. 

o joblib: For saving and loading preprocessed datasets or trained models. 

 

4. Dataset Description: 

The publicly available UCI Parkinson's Telemonitoring dataset, the dataset have high-quality 

vocal recordings that are labelled as either PD or healthy. The dataset is available on 

https://figshare.com/articles/dataset/Voice_Samples_for_Patients_with_Parkinson_s_Disease

_and_Healthy_Controls/23849127?file=41836707 

 

It consist 81 patients audio files, healthy and Parkinson disease patients 

 

5. Data Preprocessing  

Preprocessing ensures the data is in a format suitable for machine learning models: 

1. Data Cleaning: 

o Drop irrelevant or NaN-containing columns (e.g., mdvp_Shimmer, 

mdvp_Shimmer(dB)). 



 
 

 

Fig3 NAN Column  

 

Fig4 NAN Column Drop and Rename Status Column  

o Rename the Label column to status for clarity. 

 

2. Feature Engineering: 

o Extract features like jitter, shimmer, and HNR using librosa (if working with 

raw audio). 

o Use extracted feature datasets for machine learning. 



 
 

 

Fig5 Feature Extracted 

3. Normalization: 

o Apply  normalization using StandardScaler to scale features to a mean of 0 

and unit variance. 

4. Dimensionality Reduction: 

o Use PCA to reduce dimensionality while retaining significant variance. 

5. Data Augmentation: 

o Apply pitch shifting, time-stretching, or noise injection for audio. For tabular 

data, simulate variations by adding random noise to feature columns. 



 
 

 

Fig.6 PCA and Augmentation 

6. Data Splitting: 

o Split the dataset into training (80%), validation (10%), and testing (10%) 

subsets. 

 

 

6. Model Implementation 

The deep learning models used in this study are GRU and LSTM, which are tailored to 

handle sequential data like voice recordings. 

Training Configuration: 

o Optimizer: Adam optimizer for adaptive learning rates. 

o Loss Function: Binary cross-entropy for binary classification tasks. 

o Metrics: Accuracy, precision, recall, and F1 score. 

o Epochs: 20-50 (or until convergence). 

o Batch Size: 32. 

Implementation: 

o Use TensorFlow/Keras to define and compile the model. 

o Train the model with early stopping or cross-validation to avoid overfitting. 

            Experiments: 



 
 

There’s 3 model variable with different configuration Fig 7 that has been used to conduct 

different experiments for LSTM and GRU, this has been applied to see the changes in 

accuracy and how the model perform with different configuration 

 

Fig 7 Model experiments GRU and LSTM 

After enabling the model_1 as you can see in the Fig 7, you’d have to make the changes in 

Train and evaluate part of the code as well and then changes in  predictions variable and also 

in Evaluate_Performance function Fig 8 

 

 

Fig 8 Predict and Evaluate Change  

 



 
 

Fig 8 and Fig 9 is the summary of evalution of Model_1, similarly you can change the 

variable to Model_2 and Model_3 to see the how the other configuration works on LSTM 

and GRU 

 

 

Fig 8 CNN + LSTM Model Evaluation  

 

Fig 9 CNN + GRU Model Evaluation 

 

 


