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1 Introduction 
 

This research project looks to classify sentiments found in Tamil-English code-mixed data 
from YouTube comments using a pre-trained model with Text Graph Convolutional Network 
such as IndicBART+TextGCN (Dowlagar, 2021). This configuration manual discusses the 
step-by-step implementation procedure, by providing an overview of setting up the working 
environment in order to implement efficiently. It details the hardware, software, programming 
language, and libraries used in this working environment. And also shows the various 
experiments done during this research project and its evaluation results. 
 

2 System Configuration  
 
The hardware and software resources that were used are provided in this section. 

2.1 Hardware Configuration  

The Hardware configuration of the computing device: 

● Computing Device Name: HP Victus 

● Operating System: Windows 11 

● Processor: AMD Ryzen 5 5600H – 3301 MHz – 6 Core(s) 

● RAM: 16 GB 

● Number of Core(s): 6  

● Dedicated Graphic Memory: NVIDIA GeForce RTX 3050  

● Storage: 500GB NVMe SSD 

2.2 Software Configuration 

The Software configuration of the computing device: 

● Web Browser: Google Chrome 

● Platform As a Service: Google Colabatory (Colab Pro) 

● Runtime Type Name: T4 High RAM  

● Runtime Type Configuration: 51GB – RAM / 15GB – GPU / 240GB Storage 

● Programming Language: Python 3 

● Documentation: MS Word 
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3 Project Implementation 
 
The overall implementation of this research project is provided in this section including steps 
such as data collection, data preprocessing, feature extraction, experimental model and 
proposed model’s training together with its evaluation.  
 

The first step is setting up the working environment. Hence, Google Colabatory Pro 
with T4 High-RAM was chosen for developing the code as shown in figure 1. In order to access 
the environment, a Google account is needed to be signed in. 
 

 
Figure 1: Setting up Google Colab Pro 

 
 

After that as shown in Figure 2 all the necessary libraries that were installed and imported 
into the colab working environment. 
 

 
Figure 2: Installing and importing all the necessary libraries. 
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3.1 Data Collection  

Then in the next step, dataset used for this research project ‘Tamilmixsentiment’ is fetched 
from ‘Hugging Face’. This dataset contains code-mixed Tamil-English (Tanglish) as text and 
sentiment labels (Chakravarthi, 2020). The train and test data that were directly fetched from 
the Hugging Face is shown in the figure 3. 
  

 
Figure 3: Fetching data as DatasetDict from Hugging Face. 

 
In this step as Figure 4 shows, the train and test data being converted into a pandas data 
frame.  
 

 
Figure 4: Loading data as pandas data frame. 
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3.2 Exploring Data  

Figure 5 to figure 7, shows the data exploration and visualization steps where the data is further 
explored and understood. This data has symbols, numbers and punctuations which have to be 
cleaned. Hence, feature engineering and handling class imbalance were done to prepare the 
data for model training. 
 

 
Figure 5: Loading data as pandas data frame 

 
The class distribution of the train and test data are visualized in figure 6 and the frequently 
occurring words are visualized as Word Cloud in figure 7. 
 

 
Figure 6: Class Distribution of the train and test data. 
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Figure 7: Word Cloud of frequent words. 

 

3.3 Data Preprocessing  

Next the data is cleaned and pre-processed as shown from figure 8 to figure 12. In order to 
maintain uniformity, both train and test data were converted into lowercase and the special 
characters, punctuation, numbers and stop words were removed (Dowlagar, 2021). The special 
characters, punctuation and numbers were removed from the data using regex as shown in 
figure 8 and figure 9.  
 

 
Figure 8: Removing special characters and punctuation 
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Figure 9: Removing Numbers 

 
After normalizing the text, it was then converted into lowercase using the str function as shown 
in the figure 10. This step standardized the text and makes the data consistent. 

 

 
Figure 10: Converting to lowercase  

 
After conversion to lowercase, figure 11 shows the removal of stop words. 
 

 
Figure 11: Removing stop words 
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Finally, the text is lemmatized as shown in the figure 12. 
 

 
Figure 12: Lemmatizing text 

3.4 Feature Engineering  

After the preprocessing step, the ‘text’ column containing code-mixed Tamil-English data is 
feature engineered. ‘Text’ column is a raw data where it consists of a mix of words with English 
and Tanglish (Romanized Tamil words). Due to this, the model will struggle to convert these 
words into proper embedding (Banerjee, 2020). Hence, in order for the model to properly 
embed the words and classify the sentiment, the ‘text’ was back transliterated into its original 
script, such as English text into English script and Tamil ‘text’ into Tamil script.  
 
This is done using the following steps such as tokenizing words, Back Transliteration, 
Combining the English words and the Back Transliteration for better word embedding 
(Dowlagar, 2021). Initially the ‘text’ column is tokenized based on the whitespace and moved 
into a new column name ‘Wordset’, with a list of words from the text column shown in the 
figure 13. 
 

 
Figure 13: Tokenization of text based on white-space 
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The tokenized words are then back transliterated. This process converts the text back to the 
original script which is Tamil in this case. The transliterate tool ‘XlitEngine’ from the library 
‘ai4bharat-transliteration’ (Dowlagar, 2021) is used for this. This model converts the tokenized 
words from the ‘Wordnet’ to Tamil scripts and stores it in a new column named ‘Back_trans’ 
as shown in the figure 14. 

 

 
Figure 14: Back-Transliteration of the Wordset 

 
Based on the words dictionary from ‘nltk’ library, the proper English words are identified and 
a new column named ‘combined words’ is created. This has the English and Tamil words in 
respective scripts from the ‘Back_trans’ column shown in the figure 15. 
  

 

 
Figure 15: Combining Back-Transliteration and Wordset 

 
The final column ‘combined words’ has text data with both Tamil and English in the proper script 
shown in the figure 16. 
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Figure 16: Combined column with Tamil and English words 

3.5 Handling Class Imbalance 

Given the dataset is highly imbalanced, so the data is being resampled by using the random 
under-sampling technique as it showed a better outcome after experimenting with multiple 
resampling techniques. As suggested by (Banerjee, 2020; Chakravarthi, 2020), the 
‘unknown_state’ and ‘non-tamil’ labels contribute significantly less of total data and also 
introduces noise into data, so those two labels were ignored. The majority three classes are 
being resampled using random under sampling mentioned by (Gokhale, 2022) as shown in the 
figure 17.  
 

 
Figure 17: Resampling using Under sampling 

 

3.6 Model Building and Training  

3.6.1 MBERT+TEXTGCN (BASE MODEL) 

The mBERT model is used as the base model for all experimenting. The feature extraction 
process is performed by the multilingual BERT tokenizer to create word embeddings with 
padding (Dowlagar, 2021). The label is encoded using label encoder function as shown in the 
figure 18. 
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Figure 18: Feature Extraction and Label encoding for mBERT 

The graph data is created with the word embedding token, generated by the mBERT Tokenizer. 
Figure 19 shows the token as the node of the graph data and the edges are the relationships 
between them. 

                                                  
Figure 19: Creating graph data with mBERT Tokens 

As shown in the figure 20, mBERT pretrained model tokenizes the word into embeddings. 
Based on this embedding, graph data is generated which then passed into three layers of GCN 
to process the inter-word relationship. The first two layers identify first and second order 
relationships. The final fully connected SoftMax layer captures and predicts the sentiment 
(Dowlagar, 2021). 
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Figure 20: mBERT + Text GCN Model. 

Figure 21 shows the model is trained with cross-entropy function and optimized with adam 
optimizer to reduce prediction errors. 

                                                     
Figure 21: Model training function of mBERT+TextGCN. 

Figure 22 shows the evaluation is done by the test data to evaluate the metrics such as 
precision, recall, F1-score and the confusion matrix. 

                          

             
Figure 22: Model Evaluation of mBERT+TextGCN. 
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The figure 23 shows the model training process with epoch, train loss and other metrics. 

                                       
Figure 23: Model Training of mBERT+TextGCN. 

The figure 24 shows the classification report of the model for each class. 

                                                   
Figure 24: Classification Report mBERT +TextGCN. 

The figure 25 shows the Confusion matrix of the model classification for each class. 

                                               
Figure 25: Confusion Matrix mBERT+TextGCN. 

3.6.2 INDICBART+TEXTGCN (PROPOSED MODEL) 

The proposed model IndicBART+TextGCN performs a feature extraction process by the 
multilingual IndicBART tokenizer. This is to create word embeddings with language tags that 
improves the embedding process (Dabre, 2022). The label is then encoded using label encoder 
function as shown in the figure 26. 
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Figure 26: Feature Extraction and Label encoding for IndicBART+TextGCN. 

The embedding token generated by the IndicBART Tokenizer is used to create graph 
data. Figure 27 shows the node of the graph data as the token while the edges are the 
relationships between them. 

                                       
Figure 27: Creating graph data with IndicBART Tokens. 

As shown in the Figure 28, IndicBART pretrained model tokenizes the word and the 
language tags with the appropriate language for better contextual understanding. Based on this, 
graph data is generated which then passed into three layers of GCN to process the inter-word 
relationship. The first two layers identify first and second order relationships. The final fully 
connected SoftMax layer captures and predicts the sentiment (Dowlagar, 2021). 
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Figure 28: IndicBART Model. 

Figure 29 shows the model training function which has cross-entropy and is optimized 
with adam optimizer to reduce prediction errors. The evaluation is done using test data to 
evaluate the metrics such as precision, recall, F1-score and the confusion matrix. 

                                        
Figure 29: IndicBART Model Training and Evaluation. 

In order to avoid the overfitting of the model, early stop is used based on the test loss. 
Figure 30 shows the function used to get classification reports and visualize confusion matrix 
performed. 
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Figure 30: Functions for Early stopping and Classification report. 

Figure 31 shows the early stop triggered at epoch 22 and the evaluation metrics such as 
precision, recall, F1-score, and the accuracy of the IndicBART+Text GCN model. 

                                                  
Figure 31: Classification report for the IndicBART+TextGCN Model. 

Figure 32 shows the confusion matrix of three classes of sentiment classified by 
IndicBART+Text GCN. 

                                                             
Figure 32: Confusion matrix for the IndicBART Model. 
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