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Predicting Airline Passenger Satisfaction with
Stacking Classifiers and Machine Learning Models

Thanmayee Mandava
x23204192

Abstract

In the airline industry, the important aspect that impacts an airline’s perform-
ance is the satisfaction of passengers. Airlines that can understand and satisfy their
passengers’ expectations succeed through customer loyalty and increased sales. In
addition to ticket pricing, modern passengers assess the kind of services provided by
various carriers before making their choices. Therefore, airlines need to ensure ser-
vice excellence. Passenger feedback leads to these expectations, and consequently,
the airlines will take note of these for fine-tuning. This research has performed data
mining on a dataset of over 130,000 customer satisfaction ratings for various air-
lines to analyze the main drivers of satisfaction. Even with increasing competition,
most studies in the past failed to address the complexity of passenger satisfaction,
often limiting either the factors or traditional methods used. This study focused
on bridging the gap that identifies and predicts satisfaction drivers by embedding
stacking classifiers and machine-learning models. The best performance was ob-
tained for the Stacking model with the meta-learner classifier MLP, with a 96.53%
accuracy, 97.97% precision, 94.06% recall, 95.97% F1 score, and 92.99% MCC. The
study has underpinned key fact-oriented decision-making in achieving high satis-
faction of customers in the airline sector to gain a competitive advantage.

Keywords— Airline satisfaction, machine learning, stacking model, customer satisfaction,
data mining.

1 Introduction

The airline industry has grown in competition, with airlines manufacturing their existence in the
market through access and innovation. Over time, budget airline today, customers have more
choices than ever, and passenger satisfaction has become the most important differentiator in
the success of any airline company (Wu and Gao; 2024). Therefore, airlines that meet or exceed
customer expectations retain loyal customers while simultaneously adding new ones due to im-
proved service quality and operational excellence (Noviantoro and Huang; 2022). Anticipating
passenger requirements is an airline’s strategic priority to retain competitiveness within this
dynamic industry (Dike et al.; 2024).

Passenger feedback is one of the key resources that can help you track customer preference
and enhance service standards. Due to better data collection and analysis, airlines are now able
to use this feedback to understand how satisfied their customers are. Other than conventional
mechanisms of surveys, Twitter or Facebook is one of the famous spots where passengers get
to air their opinions. Mining such data provides a good deal of value to airlines in terms of
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sentiment analysis and feedback in real-time, hence helping them to spot strengths and weak-
nesses. Indeed, machine learning and data mining techniques have been effective processes for
such voluminous structured and unstructured data, hence leading to actionable insights (Park
et al., 2022; Umar et al., 2023). This research examines the detailed analysis of passenger
satisfaction data, including a survey dataset of ratings from passengers. The determination of
the satisfaction variables will be analyzed using machine learning and ensemble methods. This
helps to get insights into which services build loyalty while failures cause dissatisfaction.

(Bellizzi et al.; 2022) identified the key drivers of passenger satisfaction attributes like staff
helpfulness and professionalism or how smooth the boarding process is. In their research, they
employed a simple technique to evaluate passenger responses and pinpoint the important areas
that can enhance customer experience for airlines. The study analysis breaks the data into eas-
ily understandable components to detect patterns and relationships. It provides clear outcomes,
indicating to airlines which factors, whether service quality or boarding efficiency, have the most
impact on passenger satisfaction. They also applied a ranking method to those factors to guide
airlines on where to concentrate to realize improvements that are most valuable to passengers.
Airlines would greatly benefit from this realistic approach, which avoids too intricate tactics,
as it would help them improve their services.

Given the leveraging of advanced methodologies and integrating feedback from various
sources, this research helps to provide useful insights for airlines to further enhance the quality
of their service, thereby enhancing passenger satisfaction and retaining competitiveness in the
dynamically changing aviation sector.

1.1 Research Question

How well do stacking ensemble models perform in increasing the reliability and predictive ac-
curacy of passenger satisfaction in the airline industry?

1.2 Research Objectives

In addressing the above research question, the following goals have been noted:

1. Comprehensive analysis of the current techniques and algorithms being used for passenger
satisfaction.

2. An extensive empirical analysis between machine learning models, neural networks, and
ensemble classifiers.

3. Pinpointing the main features that greatly influence passenger satisfaction and need at-
tention for improvement.

This research study is further divided as follows:

• Section 2 provides a briefing on a related study on airline passenger happiness.

• In Section 3, the Methodology used in the study is explained.

• Section 4 deals with the Design specification.

• Section 5 concentrates on the suggested implementation.

• Section 6 evaluates the performance of different models and their metrics.

• Finally, the study is concluded with the conclusion and future work in Section 7.
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2 Related Work

Research in airline passenger satisfaction has expanded significantly over time, having drawn the
attention of many researchers beyond simple surveys into more advanced data-driven methods
that allow an understanding of what keeps consumers satisfied and loyal. Passenger needs be-
came even more crucial with increased competition within the airline industry. Projects today
use various sources of data, from survey responses to social media posts, to map the needs
and experiences of passengers. Machine learning has, in particular, become popular, since it
can yield more accurate predictions by using techniques like stacking and combining different
models that can produce a more complex number of factors lying beneath passenger satisfaction.

The various literature pieces existing concerning airline passenger satisfaction can be iden-
tified into different approaches, reflecting the evolution and growth of experience of the analysis
techniques in this field:

2.1 Traditional Models and Early Machine Learning Approaches

In (Shah et al.; 2020), the authors studied the service quality of airlines and the factors affecting
behavioral intentions and ensuring customer loyalty through hierarchical regression on the sur-
vey data. The authors have pointed to customer satisfaction as the critical mediator between
service quality and loyalty, with a focus on punctuality, in-flight service, and responsiveness
of staff as key aspects (Song et al.; 2024). The authors in (Shah et al.; 2020) used regression
analysis to predict customer satisfaction and achieved an adjusted R² value of 78%. However,
this approach had few limitations in modeling nonlinear effects and interactions. This limita-
tion in the study provides a way to use advanced machine learning techniques to provide better
performance to predict passenger satisfaction.

Two studies, (Suprapto and Oetama; 2023) and (Nurdina and Puspita; 2023), looked into
the use of machine learning techniques to predict airline passenger satisfaction. In one of the
studies, (Suprapto and Oetama; 2023) compared Decision Tree and Näıve Bayes models using
data from U.S. airlines. The findings from the study show that Näıve Bayes performed better,
achieving 86.67% accuracy, 85.4% precision, 87.1% recall, and an 86.2% F1-score. The im-
portant features included business class, in-flight entertainment, and cleanliness. (Nurdina and
Puspita; 2023) used the Kaggle dataset and were able to work with records of 26,000, reaching
84.48% accuracy in Näıve Bayes while the accuracy of KNN turned out to be 65.38% only. These
studies have pointed out both the strengths of Näıve Bayes but at the same time consequences
related to its inability to handle complex interdependencies. A stacking ensemble technique
might combine the powers of existing models to improve predictions across high-dimensional
satisfaction factors.

The Study (Hong et al.; 2023) used several machine-learning techniques to predict the sat-
isfaction levels of passengers over a data set with 129k records. Random Forest recorded the
highest performance among other algorithms, which were 89.20% accuracy, 93.04% precision,
84.92% recall, and 88.80% F1-score. The main factors of satisfaction included online check-in,
in-flight entertainment, seat comfort, cleanliness, and In-flight Wi-Fi service. Random forest
performed well with the high-dimensional data, however using just one ensemble model was a
limitation since this did not reflect the existing heterogeneity of passenger satisfaction. This
study highlights the ability of these stacking ensemble approaches used in synergism to max-
imize the power of different models for predictive accuracy. This research also has implications
for passenger satisfaction and service quality in the competitive airline business.
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Early machine-learning models were more flexible and accurate than classic statistical meth-
ods, but the simplicity of available algorithms imposed limits. While Decision Trees and Näıve
Bayes were fast, they could not record complicated interdependencies. Improvements came from
ensemble methods such as Random Forest but depending on any single model was limiting in
terms of flexibility and robustness. This raises the advanced multi-layer approach, like the
stacking tradition.

2.2 Using Unstructured Data like Text and Social Media

The passenger is shifting towards an expectation, and real-time sentiment analysis will have to
be deployed to identify the drivers of satisfaction. Airlines are flooded with unstructured data,
such as online reviews and social media, that can offer companies spontaneous feedback about
where they might improve. However, the size and variability to use advanced machine learning
techniques while analyzing this data to retrieve actionable insights using sentiment analysis as
well as natural language processing (NLP).

The study (Hong et al.; 2023), examined the use of a Support Vector Machine classifier to
predict sentiment from over 1.3 million tweets on ten major U.S. airlines. The proposed model
obtained a 91.86% accuracy, 89.40% precision, 92.10% recall, and 90.20% F1-Score, validated
through 10-fold cross-validation with an average accuracy of 90.03%. Time-series analysis was
done using Bollinger Bands to track the trends in sentiment. These were compared with real-
world events, such as flight cancellations or the sudden ending of the COVID-19 mask mandate,
to see corresponding spikes or drops in sentiment.

One of the approaches, (Mirthipati; 2024) achieved 92.3% accuracy (91.1% precision, 92.6%
recall, and 91.8% F1-score) by CNN model, outperforming other models such as Support Vector
Machine (SVM) and Artificial Neural Networks (ANN). Using word embedding methods and
association rule mining, (Mirthipati; 2024) revealed various negative sentiments such as delays
in the flight, bad food quality, and lost baggage at a large scale, and positive sentiments such as
awesome crew service. Although CNNs were good for modeling patterns in unstructured text
data, the a lack of flexibility in incorporating heterogeneous data. The implication is that if
CNNs are combined with other machine learning models like stacking, it could be more adapt-
able, as unstructured textual understanding can be integrated with the structured measure of
satisfaction.

Another study conducted by, (Dike et al.; 2024), examined 17,726 consumer reviews at
Skytrax using the SERVQUAL and Expectation Confirmation frameworks. Five aspects of ser-
vice quality were identified: tangibles, certainty, responsiveness, empathy, and dependability.
Empathy and reliability turned out to be significant predictors of satisfaction, explaining 36.2%
of service quality perceptions. The CFA indicated a good fit with CFI = 0.92, and RMSEA =
0.03, with high reliability. It included seating, food quality, customer service, baggage handling,
and delays. This workout showed the potential of stacking models in integrating qualitative and
quantitative insights into becoming more data-driven in improving passenger satisfaction.

(Baydogan and Alatas; 2019) based on Natural Language Processing (NLP) analyze the
customers of six airline companies and classify them into positive, neutral, or negative. For US
Airways, the SMO classifier yielded the best performance at 79.7% with the precision, recall,
and F1-score of 74.9%, 75.6%, and 75.2%, respectively. However, the Näıve Bayes classifier
performed the best when ROC-AUC (77.5%) was taken into account. Dealing with imbalance
was one of the takeaways highlighted by the study which had more negative than positive and
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neutral reviews. Thus, the models offered valuable insights into the sentiment patterns in their
respective analyses but were significantly affected by feature interdependencies and data imbal-
ance that might be improved with the use of a stacking framework to provide more consistency
in prediction moving forward.

2.3 Using Machine Learning Approaches for Passenger Satis-
faction

Machine learning might serve as a very strong tool for passenger satisfaction assessment in the
rising competition and growing customer expectations by forecasting and analysis of customer
feedback. As mentioned by (Dike et al.; 2024), unlike traditional methods, ML algorithms can
handle high-dimensional data to uncover complex nonlinear relationships among satisfaction
factors. It is the flexibility of ML approaches that allows them to be particularly effective in
refining predictive models and drivers of customer loyalty by offering actionable insights for
airlines.

In another study (Kumar et al.; 2024), the author used a dataset of 129k observations to
predict airline passenger satisfaction was used (2024). The random forest model gave 94.2%
accuracy and 92.7% precision, 93.5% recall as well a 93.1% F1-score, significantly increasing
seat comfort, inflight entertainment as well and online booking features as the main determ-
inants of customer satisfaction. Although performing well in high-dimensional data, random
forests had issues with imbalances in datasets and dependencies of generated features. The
study came up with recommendations to integrate Random Forest within a stacking framework
that could offer higher predictive accuracy and be robust to utilize complementarities among
models providing actionable insights to stakeholders, and improving passenger satisfaction and
efficiency in operations.

The study (Salah-Ud-Din et al.; 2024), has predicted the satisfaction level-satisfied, neutral,
or dissatisfied-using Gradient Boosting from a Kaggle dataset containing 100K records. The
focus of the attention has fallen on Wi-Fi services, Boarding processes, and in-flight enter-
tainment. Gradient Boosting yielded the best accuracy of 95.16%, with precision at 94.00%,
recall at 94.50%, and equally an F1-score at 94.25%. Other models that yielded promising per-
formances included Random Forest, Näıve Bayes, and Logistic Regression. Gradient Boosting
demonstrated great performance, iteratively redoing itself to fit the exact errors within complex
relationships of data. However, on its own, it could run a certain risk of overfitting and high
computation costs. It might be balanced, embedding it into a stacking model to combine the
accuracy of this model with the efficiency of simpler ones for a more balanced approach to
outcome prediction. In-flight Wi-Fi and the online boarding process were important passenger
satisfaction factors that provided actionable insights into service enhancements.

Indeed, these approaches have led to a considerable increase in the precision and flexibility
of models for predicting or classifying satisfaction. Individually unique strengths of algorithms
result from limitations related to the use of single models and imply advanced ensemble tech-
niques, such as stacking. Combining the outputs of multiple algorithms in the form of stacking
models gives a more effective structure for gaining a broader range of satisfaction characteristics
and relationships, allowing a stronger alternative basis for airline satisfaction models to emerge.
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2.4 New Approaches with Stacking Techniques

In the current development of studies on airline customer satisfaction, there is an increasing
demand for advanced predictive models that capture complex and multi-layered interactions
within high-dimensional datasets. Classic machine learning models are sometimes effective, yet
too limited to comprehensively address the nuanced relationships present in satisfaction data.
An ensemble learning method called stacking combines multiple machine-learning models into
a single model. Recently, applications of the stacking ensemble method to improve performance
by exploiting complementary strengths of different algorithms have been explored as a very
promising method for achieving high predictive accuracy and model robustness.

Stacking has been one of the promising approaches in airline satisfaction research to tran-
scend some pitfalls of relying on single algorithms. Ensemble models such as Näıve Bayes
combined with Random Forest can exploit a broad class of problems with high-dimensional ac-
curacy on the efficiency of Näıve Bayes.(Salah-Ud-Din et al.; 2024), presents evidence that the
combination of Gradient Boosting and simpler classifiers improves their accuracy in structured
datasets. On the other hand, this work also comments on computational issues of Gradient
Boosting, stacking can mitigate this by adding simpler and faster models to balance the load
without losing accuracy.

(Wu and Gao; 2024) investigated stacking models for airline passenger satisfaction predic-
tion using a set of more than 100K reviews . As far as the stacking, it performed much better
than any of the traditional ensemble methods, such as Boosting and Bagging, with 95.8% accur-
acy and 94.7% F1-score. Some of the key satisfaction drivers that have been identified include
check-in processes, flight punctuality, and customer support. The study showed that stacking is
a robust approach to process noisy and imbalanced datasets, which are challenges in satisfaction
analysis, also showing how it can improve predictive accuracy and model reliability.

Ensemble methods have been investigated in airline satisfaction prediction during the post-
COVID-19 by (Lee; 2024), where various techniques, including Decision Tree, Random Forest,
Boosting, and Stacking were compared on a diversified data set. Stacking represented the best
performance model that achieved an accuracy of 96.26%, which follows Bagging with 96.12%,
and Boosting at a rate of 96.04%. (Lee; 2024) focused on the fact that Stacking can com-
bine the benefits from many strong base models and will make it very powerful when coping
with high-dimensional and high-interdependent data. While stacking showed better predictive
performance and robustness, the study expressed the need for further exploration with larger
datasets and alternative stacking designs to realize its full potential. This approach goes in
line with the trend of using advanced ensemble methods to address the evolving complexities
of passenger satisfaction dynamics.

Stacking approaches have emerged as one of the key mechanisms for passenger satisfaction
analysis by airlines while addressing the challenges that emanate from the conventional single-
model machine learning and single-algorithm ensemble methods. This gives high performance,
robustness, and the ability to manage high-dimensional and interdependent data by availing
the model with complementary strengths of several models. This is the flexibility that makes
it so key in capturing complex dynamics of satisfaction and providing actionable insights for
customer experience improvement. Of course, further exploration involving larger datasets and
the usage of alternative stacking designs remains to be done before it fully meets the evolving
challenges facing the performance of satisfaction analysis.
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Figure 1: Key Findings and Techniques in Airline Satisfaction Studies

Figure 1 summarizes the findings from various studies on airline passenger satisfaction with
a focus on findings, limitations, and approaches adopted. These various studies have various as-
pects while looking into aspects related to satisfaction factor identification, analysis, customer
feedback improvement, prediction improvement, the dataset used, etc. Overall, their results
indicate very relevant drivers like service quality, customer experience, and operational factor-
based drivers. However, the studies have limitations of their own, such as managing complex
relationships among data, experiencing imbalanced datasets, or accounting for subtle passenger
conduct. Different methods are utilized in each study to overcome these hurdles, thus feeding
vital directions into how to increase levels of satisfaction and provide practical approaches to
improvements within the airline service sector.

3 Methodology

This research leverages CRISP-DM (Cross Industry Standard Process for Data Mining) for
Data Mining to evaluate machine learning models of airline passenger satisfaction based on
structured data. (Wu and Gao; 2024) applied this framework to examine a business objective
to enhance customers’ satisfaction, understanding of data, preparation, modeling, evaluation,
and deployment.

Figure 2 gives a visual view of the methodology, showing steps from beginning to end.
Firstly, the data collection is carried out, followed by its preprocessing steps like handling
missing values, treatment of null values, encoding of categorical variables, going further with
exploratory data analysis, and further data sampling to separate the data into test and training
sets. The machine learning and deep learning models, along with stacking, have been developed
on these train and test data sets.
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Figure 2: CRISP-DM Methodology

3.1 Data Understanding

The dataset used in this research is taken from the Kaggle 1 contains 129,880 entries and has all
relevant information about airline passenger satisfaction(Baydogan and Alatas; 2019). Figure 3
describes all the features in the dataset like passenger description, details of travel, ratings
related to services, and several operational factors such as baggage handling and flight delays.
This research’s target variable is satisfaction (whether it be neutral, dissatisfied, or satisfied).

Figure 3: Features and their description in the dataset

1https://www.kaggle.com/datasets/mysarahmadbhat/airline-passenger-satisfaction
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3.2 Data Preparation

Data preparation is the step where raw datasets are converted into structured formats suit-
able for analysis and modeling. Data cleaning (missing value treatment, deleting duplicates,
removing outliers and inconsistencies, etc.). Categorical variables including Customer Type,
Gender, Class, and Type of Travel are transformed into numerical data by applying methods
such as one-hot or label encoding (Dike et al.; 2024). Numerical variables like Flight Distance
and satisfaction ratings are standardized or normalized so that they contribute equally to the
performance of the model(Noviantoro and Huang; 2022).

The preprocessing step includes important steps to prepare it for machine learning ana-
lysis. Missing values were observed in the ’Arrival delay’ column and were replaced with the
median. The irrelevant column ’ID’ was dropped to eliminate noise and reduce dimensionality.
LabelEncoder is used to convert categorical variables into a numerical format to be compat-
ible with machine learning algorithms. In model training, to improve consistency and prevent
scale-related biases, numerical features were standardized to a standard scale. Furthermore,
outliers detected in the Departure Delay column were removed using the IQR method to avoid
the influence of extreme values, enhancing the robustness and accuracy of subsequent predictive
modeling. These preprocessing steps were important in ensuring the dataset’s reliability and
effectiveness for further analysis.

3.2.1 Exploratory Data Insights

The data presents some important satisfaction patterns through variables and Figure 4 shows
the average passenger satisfaction scores for various attributes.

1. 56.55% of the passengers are neutral or dissatisfied, while 43.45% are Satisfied, which
indicates ample scope for service improvement.

2. Business Class passengers are quite satisfied, the neutral or dissatisfied rate in Economy
Class is relatively high, and results from Economy Plus, although somewhat better, were
also lagging.

3. The trends are similar, though females exhibit slightly higher levels of satisfaction.

4. It can be observed that the returning customers are more satisfied, while the first-time
flyers show more neutral or dissatisfied responses owing to unfamiliarity with the services.

5. Business travelers are more satisfied, while personal travelers are less satisfied due to the
unmet expectations over cost and comfort.

6. Meanwhile, passengers in the 20–40 years age group reported more balanced satisfaction,
though the younger and older counterparts still remained highly dissatisfied because of
diverging priorities over affordability, entertainment, or comfort.
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Figure 4: EDA steps for some of variables

In Figure 5, bar graphs highlight the different service attributes that relate to airline passen-
ger satisfaction. Attributes related to Check-in Service, Online Booking, and Online Boarding
are highly satisfied with most ratings at 4 or 5. While Seat Comfort, Gate Location, and Food &
Drink have received an average rating, in-flight Wi-Fi and entertainment show dispersed ratings
across the scale. The analysis underlines how online processes and in-flight services represent
the most relevant drivers of passenger satisfaction.

Figure 5: Passenger Ratings Across Service Attributes
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3.3 Feature Engineering

Feature extraction transforms the attributes of the datasets and highlights the features that
are strong predictors that enhance model performance. The most relevant features such as
Inflight Wi-Fi Service, Seat Comfort, Online Boarding, and Flight Distance are detected while
the categorical variables like Class, Gender, and Customer Type are numerically encoded (Hong
et al.; 2023).

Figure 6: Correlation Matrix

Figure 6 represents the matrix of coefficients to visualize the relationship of variables in the
airline satisfaction dataset, using color intensity to represent different strengths of correlations.
It helps to identify key interactions and therefore potential predictors for passenger satisfaction.

1. The strong correlation (0.71) between Ease of Online Booking and In-flight WiFi Service
reflects shared customer expectations in convenience and technological sophistication.
That is passengers who care about seamless booking experiences also would expect high-
quality inflight WiFi. Sometimes, airlines that invest a lot in seamless user experiences for
booking systems migrate the same technological advancements into their other services
to improve overall customer satisfaction.

2. A positive correlation (0.69) between in-flight entertainment and cleanliness shows that
a clean cabin and the passenger’s experience with entertainment, significantly influence
overall satisfaction.

3. A positive correlation (0.68) between cleanliness and seat comfort means a passenger
seeing a clean cabin is more likely to rate seat comfort positively. It leverages a sense
of cleanliness which helps elevate the overall comfort of the experience making it more
enjoyable.
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4. The positive correlation (0.66) would suggest that the food and drink item quality is
regarding cleanliness standards. Passengers associate clean dining areas with hygienic
practices equating to better food quality, hence influencing their overall satisfaction with
meals.

5. The correlation between in-flight service and baggage handling (0.63) highlights their
importance to passengers when traveling.

3.4 Model Sampling

In Sampling, the dataset is divided into train and test sets, which are then used to develop
machine-learning models. The dataset is divided into two parts for this study with a ratio of
80:20. 80% of the data is used for training and constructing the classification models, allowing
the algorithms to learn from patterns within the data(Kumar et al.; 2024). The remaining 20%,
on its part, was reserved for testing to measure the performance of their models on an unseen
test set (Wu and Gao; 2024). This is an important separation in order not to let the models
overfit and be generalizable on new data (Bellizzi et al.; 2022). The sampling strategy provided
a reasonable basis to assess how well those models predicted passenger satisfaction based on
input data and not using the same data for training and testing phases.

3.5 Model Development

During any data mining project, model development is an important phase, and different pre-
dictive and classification techniques are tried based on the research question. Many ML models
are built in this stage and tested for their capability to handle the problem statement. For this
dataset, various classification models were designed and tested. Figure 7 represent the details
of these and the model parameters and configurations for the dataset. A detailed explanation
of model development is given in Section 5.

Figure 7: Parameters used for ML models
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3.6 Model Evaluation

Model evaluation is an important phase in evaluating the quality of machine learning models
(Kumar et al.; 2024). In this study, the models were evaluated using metrics such as accuracy,
precision, F1 score, recall, and MCC, which are standard measures for determining a model’s
predictive performance. While accuracy assesses overall predictive correctness, precision, and
recall give us an idea about the quality of positive predictions to find all relevant instances. F1
score is the harmonic mean of precision and recall, combining the two types of metrics into one
measure. These metrics are used to find the optimal model that provides unique and general-
izable performance on unseen data in predicting passenger satisfaction (Hwang et al.; 2020).

4 Design Specification

Traditional approaches and older machine-learning models often do not capture the complexity
of airline passenger satisfaction. So far, Models such as Decision Trees and Logistic Regres-
sion have shown meaningful insights but not only their ability to capture the non-linear rela-
tionship of features is weak but they also fail to consider interactions among some important
variables such as Distance traveled by air, In-flight Service and Passenger related character-
istics (Hong et al.; 2023). While other ensemble techniques showed better performance, such
as the Random Forest Model and Gradient Boosting, reliance on these methods limits hand-
ling high-dimensional and heterogeneous data. Thus, advanced ensemble approaches have been
necessitated with the integration of multiple algorithms for complete insights (Baydogan and
Alatas; 2019).

In this study, a hybrid approach using ensemble learning techniques combined with advanced
feature engineering and model evaluation strategies is suggested. We used stacking to combine
the strengths of base models like Random forest, Gradient Boosting, and Decision Trees to
ensure strong performance on all satisfaction indicators. Also, feature selection techniques will
help us understand some important drivers influencing the satisfaction of passengers in the air-
line sector and improve model interpretability and efficiency.

Some of the metrics that will be used with the proposed framework are accuracy, precision,
recall, F1-score, and MCC to ensure that the results obtained will be reliable. Results will be
presented using visualization tools such as Plotly for a clear explanation to airline stakeholders
regarding the trend of satisfaction and areas of improvement. With this, besides complement-
ing the weaknesses of previous models, it scales and offers a practical solution for the service
quality improvement of increasing customer satisfaction in a competitive environment such as
the airline industry.

5 Implementation

In this research, various airline passenger satisfaction models have been considered, including
Random Forest, Decision Tree, Gradient Boosting, K-Nearest Neighbor, Gaussian Naive Bayes,
Logistic Regression, Support Vector Machine (SVM), AdaBoost, XGBoost, LightGBM, Cat-
Boost, and Extra Trees.

The Random Forest Classifier has been instantiated with a maximum depth of 24 as a bal-
ance between the complexity of the model and the problem of overfitting. The Decision Tree

13



model is developed using default parameters. For the Gradient Boosting model, 100 estimators
with a maximum depth of 8 are used which are complex enough to find non-straightforward re-
lationships between attributes without overfitting. The K-Nearest Neighbors model was tuned
using 15 neighbors to reach an optimal balance between local generalization and noise reduction.
Gaussian Naive Bayes and Logistic Regression baselines perform linearly by their respective de-
fault parameters.

Now, advanced ensemble models were further tuned for improved predictive accuracy. While
AdaBoost used 125 estimators, the XGBoost utilized 1000 estimators with a maximum depth
of 5 to effectively facilitate feature learning. LightGBM is a gradient-boosting model using 100
estimators with a binary objective which is used to handle the classification task quite well,
while Extra Trees consisted of 100 decision trees for the sake of consistency. Lastly, the fitting
of CatBoost should be done because it is designed for categorical data, in 50 iterations, with an
RMSE loss function, to accommodate the structure of the dataset and arrive fast at the optimal
solution.

These parameter values were chosen based on the recommendations in the literature, exper-
imentation, and specific properties of the dataset with an attempt at a balanced computational
cost predictive performance. This method made certain that each model used its respective
strength and would identify the complex patterns present in the dataset.

6 Evaluation And Results

Different machine learning algorithms, including a stacking ensemble with an MLPClassifier as
a meta-learner, are analyzed in this section. Each model was trained, validated, and tested
on the passenger satisfaction dataset by comparing the accuracy, precision, recall, F1-score,
and MCC in that order. The experimental framework keeps hyperparameters consistent for
all models while systematically investigating the different configurations and their respective
performances. Initial experiments considered the stacking classifier with all features of this
dataset. Then, individual feature groups-including demographic information, flight details, or
satisfaction-related service ratings-were analyzed in the next experiments. Finally, further ex-
perimentation was done on the impact caused by different combinations of feature subsets,
including more base learners to diversify and improve model performance. These results gave
insight not only into feature importance but also effectively compared the stacking classifier
with other individual and ensemble models.

6.1 Experiment 1 – Baseline Model Performance

Base models showed variations in performance regarding the complexity of handling the airline
passenger satisfaction dataset. The SVM model showed a good performance with 95.50% ac-
curacy, and 94.82% F1-score, while the Random Forest, based on the ensemble structure, came
out very efficient in handling overfitting to give 96.23% accuracy and a 95.65% F1-score. We
can further observe that there are a couple more middle-range performances from tree-based
models, such as Decision Tree with an accuracy of 94.65% and KNN with 92.85% accuracy.
However, the simpler models like Naive Bayes with an accuracy of 86.47%, and Logistic Regres-
sion with 87.31% accuracy, didn’t perform as well because of their limited capacity to capture
complex relationships. Base models were reliable but less effective when compared to ensemble
techniques.
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6.2 Experiment 2 – Performance of Ensemble Models

Ensemble models performed the best, combining the prediction of multiple base classifiers.
Among them, GBM and LGBM yielded the best results, providing an accuracy of 96.48% and
96.35%, respectively with 95.93% and 95.77% F1 scores, 92.88%. XGBoost runs very close at
an accuracy of 96.17% with a 95.60% F1-score, while CatBoost has an accuracy of 95.38% and
a 94.69% F1-score. Extra Trees have also reached high results with an accuracy of 96.16% and
95.56% of the F1-score. Gradient-boosting techniques emerged as the strongest, having the
least number of errors and making pretty strong predictions on complex datasets.

6.3 Experiment 3 – Enhancing Predictive Accuracy with ANN
and MLP

The results in Artificial Neural Network (ANN) and Multi-Layer perceptron (MLP) perform-
ance showcase the power of neural networks in classification problems. Performance metrics
of the standalone ANN model such as accuracy, recall, precision, and F1-score were equal to
95.53%, 95.36%, 94.35%, and 94.85%, respectively, indicating their potential to record under-
lying relationships in the data. However, its lower recall suggests more limitations in detecting
all the positive instances.

When optimized as a meta-learner within the stacking ensemble, the MLP substantially
outperformed the stand-alone ANN. The stacking model with the three hidden layer improve-
ment, dropout regularization, and early stopping of the MLP had the highest score at 96.17%
accuracy, 96.15% precision, 95.03% recall, and 95.58% F1-score. This proves how much more
powerful it can get when neural networks are combined with ensembling to enhance predictive
performance and generalization.

6.4 Experiment 4 – Performance of Stacking Models

The stacking models implemented with a meta-learner Logistic Regression performed well on all
evaluation metrics. Among all these models, the Logistic Regression stacking model achieved an
accuracy ranging from 96.50%, whereas the best F1-score was 0.9597 in stack model ml. These
models did a great job of balancing recall and precision, which can be observed from their MCC
values Figure 8. Among them, the stack model ml outperformed other models with the highest
precision of 97.27 % and an F1-score of 0.9597.

For MLP-based stacking models, stack model mlp 2 performed better in some configura-
tions, within the accuracy of 96.53%, recording the best F1-score of 95.98%. This model also
recorded the highest precision of 97.97% and MCC value of 92.99% among all variations, showing
how good the MLP meta-learner is in the integration of base learner predictions. In summary,
although all the meta-learners reached highly competitive results, stack model mlp 2 surpassed
the leading stacking model by perfectly balancing the precision, recall, and overall generaliza-
tion that led to an optimal classification, which made it perfect for predicting airline passenger
satisfaction predictions.
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Figure 8: Results of all models

6.5 Critical Features Influencing Passenger Satisfaction

Figure 9 compares the important features of different models developed using machine learning.
Online Boarding, Type of travel, and In-flight Wi-Fi Service were among the most consistently
important predictors across models, and thus universally important for any satisfaction analysis.
Other features in the model, such as Seat Comfort, Age, and Legroom Service, though specific
to the model, have a certain relevance. The important observation to be made from this
comparison is the strength of Online Boarding and Inflight Wi-Fi Services as reliable indicators
across multiple algorithms, hence helping in the generalization and interpretability of models.

Figure 9: Crucial features for different ML models

Figure 10 explains the main factors of airline passenger satisfaction for Xgboost model.
Online Boarding is the most important feature of this model, which might be crucial for customer
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experiences and satisfaction. It points toward the efficiency and ease of boarding, which is
highly valued by passengers. It is followed by the travel type (personal or business) and by
Wi-Fi Service onboard, which shows the importance of both the purpose of travel and access
to uninterrupted internet service during flights. The other factors that are believed to be the
important contributors to the model include Customer type time or Return, Class-business or
economy, and In-flight Entertainment, reflecting the passengers’ preference for comfort, service,
and entertainment options, respectively. Contributing factors to a minimal influence are Gender,
Flight Distance, and Departure Delay shows that these factors do not play an important role in
determining overall passenger satisfaction. This hierarchy of feature importance gives actionable
insights for airlines on prioritization and optimization tuning of key service areas, hence effective
passenger satisfaction.

Figure 10: Feature importance graph for XgBoost Model

6.6 Comparison of MCC Values Across Models

In Figure 11, the bar graph represents the MCC values developed in this study in predicting
satisfied airline passengers. MCC stands for Matthews correlation coefficient metric that judges
model performance taking into consideration all aspects.
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Figure 11: Bar graph showing MCC Values for all models

The Random Forest, SVM, and GBM were able to reach high MCC up to approximately
0.9, unlike the Naive Bayes and K-Nearest Neighbors classifiers which were giving relatively low
MCC indicating their poor suitability. All stacking models performed better than all individual
models, with stack model ml 2 and stack model mlp 2 having the highest MCC values. It
reflects the power of ensemble learning and also indicates how the MLP-based stacking model
is a bit better than the Logistic Regression-based stacking model, which is good in utilizing
base model predictions while capturing data more holistically and performing balanced optimal
classification.

6.7 Discussion

The results from the experiments indicate that all the ensemble-based stacking models outper-
form individual models in terms of accuracy, F1 score, and MCC. Among the individual clas-
sifiers, XGBoost, Random Forest, and GBM were top performers with an accuracy of 96.17%,
96.23%, and 96.48%, while F1-scores were around 95.60%, 95.65% and 95.93% respectively for
all three models. The ensemble methods like boosting and bagging improved the generalization
capability and efficiently predicted passenger satisfaction in the airline sector. However, stack-
ing models that combined multiple base learner’s predictions with the help of a meta-learner,
achieved even better results and showed their potential for improving classification tasks by
leveraging the strengths of various algorithms.

The stacking models using Logistic Regression as a meta-learner (stack model ml to stack
model ml 4) showed accuracies in the range of 96.39% to 96.50%, with the highest F1-score
of 95.97% in stack model ml. Also, the stacking models using MLP as a meta-learner (Mod-
els stack model mlp to stack model mlp 4) delivered slightly higher accuracy, with the best-
performing model being stack model mlp 2 with 96.53% accuracy, 95.98% F1-score, with highest
MCC value of 92.99%. This shows that the MLP meta-learner effectively combines base learner
predictions like Random Forest, XGBoost, and GBM for capturing nonlinear relationships and
thereby enhancing generalization.
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From Figure 12, it is clear that stacking models performed well in all metrics, whereas the
best performance comes from the stack model mlp 2, showing high precision and recall with
good reliability.

Figure 12: Graph representation of all results

Figure Figure 13 shows the performance of the best-performing model, stack model mpl 2,
which is represented using the bar graph. It has given immense performance in all key perform-
ance indicators. It shows that a model is very robust in doing classification tasks.

Figure 13: Graph representation of best model

Similarly, Figure 14 radar chart shows a visual representation of how the model performs
balanced among these metrics. The shape of the chart is approximately symmetrical, indicat-
ing that stack model mlp 2 consistently performs very well in all aspects of evaluations, with
precision slightly higher and hence making sure it is effective in dealing with the complexities
of this dataset.
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Figure 14: Radar Chart for best model

7 Conclusion and Future Work

This research explored different stacking classifiers and machine learning models for passenger
satisfaction prediction in airline sector. The best results were achieved by using stacking clas-
sifiers. Accordingly, the best performance reported for the best model - ‘stack model mlp 2‘,
reached 96.53% accuracy, high precision equal to 97.98%, and a recall of 94.06%, finally reach-
ing up to 95.98% of F1-score, thus ensuring that the model is capable of handling complex
data while mining rather for good patterns. Similarly, other models, like XGB and LGBM,
performed quite well and showed that most of the time, the ensemble methods yield the best
results. However, all these state-of-the-art techniques need a lot of computing power, take up
much time for training, and require high-performance hardware to run smoothly.

Key findings in this study identified some important factors that influence passenger sat-
isfaction like onboard Wi-Fi connectivity, streamlining of online boarding processes, and staff
behavior towards passengers, especially business or leisure passengers. When such factors im-
prove, it would make flying a great experience for passengers, who thus become loyal, leading
the organization to better positioning in the airline industry.

This work may be further directed towards optimizing the stacking frameworks with more
advanced hyperparameter tuning and the use of hybrid models, hence allowing for better gen-
eralization and performance. Behavioral analytics may also be added, including sentiment
analysis, to provide real-time data streams for a better understanding of passenger needs. The
airline industry’s competition will continue to rise, making the development of robust, scalable,
and adaptive predictive frameworks ever-important for sustaining long-term improvement in
customer satisfaction.
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