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1 Tools and Libraries used

Tool Version | Purpose

Python 3.12.5 | Core language for implementing data preprocessing, analysis,
and Model Building.

Jupyter 6.5.4 Interactive environment for coding and visualizing results.

Notebook

pandas 2.1.1 Handles data manipulation, cleaning, and structuring for Model
analysis.

numpy 1.25.3 | Provides numerical operations required in Machine building
algorithm modeling.

statsmodels 0.14.0 | Implements machine learning algorithm models for analysis .

sklearn 1.4.0 Assists with preprocessing and evaluation metrics in machine
learning workflows.
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If you're already familiar with Colab, check out this video to learn about interactive tables, the executed code history view and

the command palette.

2 Dataset used

The dataset used in this file is related to fake or real news and the dataset name is FakeNewsNet.csv

3 Libraries and Pre-processing steps

import pandas as pd

file_path = 'Fak J—
data = pd.read_csv(file_pat
data.head()




4

Tweet Count

data.info()

<class 'pandas.core.frame.DataFrame"'>
RangeIndex: 23196 entries, @ to 23195

Data columns (total 5 columns):

#  Column Non-Null Count
title 23196
news_url 22866
source_domain 22866
tweet_num 23196
real 23196

dtypes: int64(2), object(3)
memory usage: 906.2+ KB

data.isnull().sum()
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Boxplot of Tweet Counts
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Tweet Activity Distribution for Real News
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5 Model Implementation

5.1 Logistic Regression

(> ] om sklearn.lin el impo icRegression

" sklearn.met ion_report, confusion_matrix, accuracy_score

log_reg = LogisticRegr
log_reg.fit(X_train_balanc

print(
print(

n{classification_rep}")
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Confusion Matrix for Logistic Regression Model
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5.2 Random Forest Classifier

klearn.ensemble import RandomForestClassifier

rf_model = RandomForestClass (random_state=42, clas
rf_model.fit(X_train_balanced, y_train_balanced)

y_pred_rf = rf_model.predict(X_test)

rf = accuracy_score(y_test, y_pred_rf)
cation_rep_rf = cli fication_repor
 matrix_rf = confusion_matri test, y_pred_i

print(

print( n{c ")




Confusion Matrix for Random Forest Model
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5.3 Gradient Boosting Classifier

© from sklearn.ensembl t GradientBoostingClassifier

gb_model i stingClas ier(random_state=42)
gb_model. fit( ed, y_train_balanced)

y_pred_gb = gb_model.predict(X_test)

y_gb = accura t, y_pred_gb)
classification_rep_gb = ification_report(y_test, y_pred_gb)
conf_matrix_gb = ¢ X _test, y_pred_gh)




Confusion Matrix for Gradient Boosting Model
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