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Methods And Challenges of Using Data Analytics 

to Combat Fake News 
 

SreeVishnuvardhan Mandala 

x23197293 

 

Abstract 

The research's main purpose focuses on the utilization of machine learning algorithms for 

identifying and preventing fake news in digital media. In this context, the study adopts a 

quantitative research design and includes four machine learning algorithms, Logistic 

Regression, Gradient Boosting Machines, Support Vector Machines, and Random Forests, 

the dataset used is from open access. Thus, the methodology includes an increased level of 

feature engineering to extract textual and contextual features from news articles that will 

help in spotting misinformation. Model performance is assessed from accuracy, precision, 

recalls, and F1-score, although sample validation and cross-validation are used to improve 

transcription. This research also adheres to ethical issues such as data privacy issues, bias, 

and transparency issues. It is hoped that the findings will help in enhancing the effectiveness 

of fake news detection models to improve the credibility of new and social media. Therefore, 

this study depicts that this is the key solution to reducing the quantity of fake news prevalent 

on the network. 

Keywords: fake news, machine learning, data analytics, Logistic regression, SVM, 

Random Forests, GBM, misinformation detection. 

 

1 Introduction 
 

Many false news items are reaching individuals via email and other channels, which is 

detrimental to everyone [1]. Fake news may generate uncertainty, anxiety, and reputation 

harm for an individual. Fake news [2, 3] allows one to also alter opinions and the outcome of 

an election. The accountable agencies must find and stop the dissemination of false 

information is very crucial if news agencies are to keep people informed and healthy. In the 

process of analysing the information in this field, several theories abound on how to identify 

false news in spam emails: hand-checked facts, crowdsourced, employing machine learning 

[4], and so on checking facts and hand-sharing data may take a lot of time, and money, and 

go wrong when one has a lot of data to review. 

 

This study aims to find out how well data analytics methods based on machine learning can 

find and not spread fake news. This research examines how successfully machine learning-

based data analytics tools such as logistics regression, random forest, gradient boosting, and 

SVM, will help in detecting and combating online false news. In addition to this, this 
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research will focus on how NLP and deep learning may be used to search internet news 

sources for patterns, conflicts, and deception. With the help of this research, the researcher 

will be able to demonstrate how real-time data analytics can be used to detect false news on 

websites and social media sites. Moreover, the use of machine learning in this field will help 

in determining the accuracy and scalability of the research, and how effective it will be to get 

the appropriate results. These tools are capable of managing plenty of data, which as a result, 

improves the understanding of how to counter fake news, which is crucial for maintaining 

clean digital information ecosystems, building trust, and fostering fact-based online 

conversation 

1.1 Research question  

"To what extent can machine learning-based data analytics techniques detect and prevent the 

spread of fake news on the internet?" It is possible to assess several types of ML models 

according to these criteria and determine which ones are more effective. 

 

2 Related Work 
 

Machine learning algorithms have been shown to find fake news in spam emails, becoming 

more and more famous – the social media such as Facebook and Twitter, have been a great 

place to spread fake news, and false information [1]. In other areas like construction, 

financial activities, and summarisation, machine learning algorithms have shown a lot of 

promise. It's now possible to use powerful tools like "big data analytics" to look at very large 

datasets in many areas, including the happiness of people [5] because almost everywhere, it 

is important to make people happy if a regulatory body is looking forward to making 

policies, both in context with economy and politics. Several attempts have been made in the 

past to find fake news, such as fact-checking by hand, using third-party services, and using 

machine-learning methods [6]. However, checking facts by hand takes time and might not 

work well for large groups. 

 

If a person wants to learn or read news, the very common place for searching for the same is 

the social media platforms, rather than on the internet. The question here is how to make sure 

that the news available on the social media is not fake. The three main contributors to 

spreading fake news: are internet bots, bullies, and people who use cyborgs. People who 

accept rumors and act like are detrimental to society. Therefore, it is necessary to put an end 

to the rumors, particularly in a country like India [7]. Fraudulent charges can still be made on 

social media accounts that have been disabled. This is possible because networks that are 

prominently shared are shared through random peer-to-peer links that work in a storage 

carry-forward way [8]. In the process of doing this, a method known as nodes is required to 

take an active role in working together for sending. However, there are some nodes that 

sometimes act selfishly as they do not have enough resources or for other reasons.  

 

 [9]. A computer program that runs a social media site is called a "social bot." It's possible 

for a social bot to instantly create capacity and even connect with people on social media. As 
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it depends on how they are designed, social bots might be dangerous or might not be. It can 

be critically analysed that a social bot is designed to do only bad things, like spreading false 

information on a social network. Since that's the case, they may be a very nasty group that 

helps spread a lot of fake news. Several techniques to machine learning have been written 

about. Here are some of them, Network Analysis techniques are capacity-based methods that 

look for deceptive language to predict lying. This group is different from the linguistic 

method because the network analysis approach requires a validated clear database of 

collective human information to check the truthfulness of the new claims [10]. This is the 

easiest way to spot fake news: use the broadcast to verify facts stated in a news story and 

make an evaluation on the credibility of the broadcast [11]. Such a procedure is needed for 

development and the emergence of methods to verify data. The purpose is to explain any 

stories by infusing them with an objective meaning by providing any case outside news 

sources [12]. This is the easiest way to spot fake news: sc To verify the truth of the most 

significant assertions within news broadcasts and appraise the credibility of the news 

broadcast [13]. This manner of doing things is required for advancement and development of 

method for verifying facts and data. The aim is to support any propositions in the news 

stories by assigning to a case a meaningful fact from outside sources [14]. 

 

In addition to this, Naive Bayes is a machine learning method [15] that figures out how 

likely something is to happen based on how likely something else is to happen. It is based on 

the Bayes Principle. It's a kind of machine language that uses supervised learning to guess 

what kinds of connections might happen. It can figure out how likely it is that something 

belongs to a certain group if you have proof or a record [15]. Most of the time, maximum 

posterior (MAP) methods pick the class that has the best chance of being true. The Naive 

Bayes classifier is very good at classifying text, even though it assumes that each piece of 

text is independent [16]. 

 

There are NLP approaches, with global word analysis, to determine the existence of fake 

news. It is used to verify how close an event is to a content pro le derived from a group of 

related data [17]. Therefore, considering the goals and the methods of identifying fakes, an 

individual will be able to find out that while the semantic analysis can be easily done, it is 

very challenging to look for the false information. 

 

Fake news into three groups: large-scale hoaxes, moderate-scale hoaxes, and funny hoaxes. 

It was suggested to use both language hints and network analysis methods together [17]. 

Vector space analysis was used to check the news and see if online sources were biased. 

According to [17] an SVM-based model to find fake or false news after looking at 360 news 

stories for signs of satire. [18] used TF-IDF and SVM to sort the news into different 

categories. [19] used data to back up their model and looked into how different points of 

view on social media could be used to check the news. In 2017, two ways to sort fake news 

into two groups. One was a Boolean crowdsourcing method using logistic regression and 
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other methods [20]. Another paper (Oladele et al., 2021) gave a data mining approach, 

estimation criteria, and datasets for finding fake news [21]. 

 

According to [22], competitive model that takes into account how new evidence might 

combine with old evidence in order to lessen the impact of false information. As per the 

thoughts of [23], came up with a new way to spot fake news that puts people's trust first. To 

solve the issue, looked at how social networks are built and argued that they could be used to 

track and stop the spread of fake news [24]. An emotional way to spot fake news that takes 

into account both the publisher's and the audience's feelings [25]. 

 

The research correlates with similar current works stressing machine learning's contribution 

to fake news identification using models like Random Forest and Gradient Boosting. It also 

extends the work presented in related research by incorporating additional components, such 

as the activity level of the tweets and sentiment analysis, for improved classification. 

The study contributes to the development of the area by minimising data preprocessing and 

selecting new features to enhance model outcomes. It extends the scope of the method 

beyond fake news detection by offering a starting point for accurate real-time application by 

coupling the news with traffic prediction and classification. 

 

To prevent fake news in emails, machine learning encounters a lot of issues which are 

probably stated below. For example, they have to classify a lot of false information, format 

the data, select the correct algorithm for classification and features selection. Thus, when 

implementing cutting-edge machine learning algorithms, all the issues discussed in the 

literature can be addressed by the proposed system. It also ensures the best performance 

when it comes to identification and tackling fake news in the context of the email and it even 

makes the information more credible for individuals within an organisation, the various 

levels of an organisation. Therefore, the objective of this study is to develop a machine 

learning technique that can identify fake news’ circulations through e-mail platforms and 

contain them. This will be achieved by enhancing the existing strategies by including user 

engagement functionality, implementing the SVM-RBF to classify the feature, and the KNN 

to select the features, the proposed algorithms is expected to have better accuracy, precision, 

recall, and F1 score. 

 

3 Research Methodology 
 

CRISP-DM gives a structural approach to form a model using machine learning which 

differentiates news articles like fake or real with the help of data sources from FakeNewsNet. 

The study aims to solve the impact of fake news on traffic trends by solving its spread, 

which results in the prevention and prediction of traffic. The dataset, provided in a 

preprocessed CSV format, contains five key columns: There is title (the name of the article), 

news_url (URL of the article), source domain (the website containing the article), tweet_num 

(retweeted or popularity of the article), and real (actual label where 1 is for REAL and 0 for 
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FAKE). First impressions indeed give an intuition that the data is cleaned and formatted and 

might have been merged into a single file and some of the columns might have been 

transformed or engineered during the preprocessing step [26]. 

 

In the data preprocessing step, the missing values are handled along with the attributes such 

as tweet_num; normalized the count of a tweet, title, and source domain of a tweet, if the 

titles or the source domain of the tweets are text data then might have applied some 

operations such as tokenization or feature vectorization such as TF-IDF. Feature engineering 

will in addition perform qualitative conversion of the dataset by extracting features such as 

sentiment or domain credibility. Categorical data will be divided into training and testing 

sets (for example 80/20% ratio to perform accurate assessment of models). 

 

In the modeling phase, the first experiments will concern simple models, such as Random 

Forest Regression and Logistic Regression to set a reference point, and, later on, linear 

models and more elaborated models, such as Random Forest, SVM, Gradient Boosting 

Regression, to obtain better accuracy. However, for large datasets, deep learning techniques 

need to be also considered, if possible. Grid search or random search to find the right 

hyperparameters will improve the model output accuracy F1 score or ROC AUC will be 

used for the selection of a final model [28]. 

The proposed work deals with supervised learning of Random Forest, Gradient Boosting and 

SVM but excludes deep learning techniques based on the given data size and limitations with 

computational resources. Further, there are still class-imbalance problems and feature 

overlapping that lead to issues with misclassifications, even with news classification, where 

detection of fake news is a challenge. 

Adjustments: In future work, more advanced learning techniques, such as deep learning, 

should be applied since these methods are particularly suitable for working with large 

volumes of features and their interactions. Data augmentation should also be used, as should 

other methods like oversampling of the minority classes or performing advanced 

hyperparameter tuning for better detection of imbalances. 

 

The evaluation phase involves testing of the best-performing model on the hold-out test set, 

then concentrating solely on the aspect of misclassification. Lastly, in the deployment phase, 

the model is planned to enhance its capability to scale up. This service will dispense 

classification labels (real or fake) for new articles as well as useful tips to improve traffic 

prediction and mitigation measures [30]. 

 

3.1 Business Understanding 

The scope of this work is to build a machine learning classifier that offers a classification of 

news articles into fake and real, using data sourced from FakeNewsNet. The model is 

concerned with reducing the effects of fake news and by so doing controls the behavior of 

the public which in turn affects traffic and congestion.use such parameters as accuracy, F1 

score, and precision to make sure the results are accurate in classifying success. Furthermore, 
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the findings obtained can contribute to traffic prediction and prevention initiatives since the 

existence of numerous untruths causes different activities to take place [27]. The project also 

aims to investigate characteristics of articles such as the titles and domains used by fake 

news spreaders. 

 

3.2 Data Understanding 

The data set is obtained from the FakeNewsNet and is therefore pre-processed concerning 

the news articles' information. It includes five columns, Title of the article, URL of the 

article, website on which the article was published, number of retweets on the article, target 

variable, 1 for real news and 0 for fake news. At first, features related to missing values were 

extracted while all data sets were combined as one CSV file. The features as source and title 

might require transformation using NLP on the other hand tweet_num shows shareability. 

 

 

3.3 EDA 

1. Boxplot for tweet count 

 

Figure 1: Boxplot for two Count 

(Source: Self-Developed) 

The plot shown above is the boxplot for the distribution of number of tweet which is from 

the selected datasets with the help of Matplotlib library. First, it creates a figure with the size 

of 8 by 6 inches to give enough space for clear illustrate. The boxplot is generated for the 

tweet_num while patch_artist = True which makes the box pack and notch=True is further 

precise median calculation. The plot is simply called, “Boxplot of Tweet Counts” and the y-

axis is labelled as tweet counts. To make reading values easier, a grid is introduced then the 

plot command is graphed using plt.show(). By examining the distribution of heights and 
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spread of the categories, as well as any potential outliers revealed by this visualization, it is 

an extremely useful instrument for probing the distributions of the tweet counts. 

 

2. Plotting the count of real vs fake news 

The bar chart is plotted that show the number of Real News and Fake News in the dataset. It 

starts with a figure with a width of 8 inches and a height of 5 inches to be clear. The function 

is applied value_counts() to the real column which refines the number for the 1 labels which 

is for the real news and 0 for the fake news. 

These counts are represented as a bar chart using code `plot(kind= ‘bar’)”, where real news 

is represented by green and fake news is represented by red. Its main structure is called the 

plot and it is easily recognizable on screen; it has title axes’ labels and gridlines. Although, 

plt.xticks(rotation=0) is used which make sure that the lables of x-axis should be horizontal 

in place of being rotated at the time of display. Lastly, the respective chart is shown at the 

end of the code using the Cell Magic Command `%matplotlib inline plt.show()`. This chart 

gives an idea about class frequency on dataset to control class distribution for accurate 

models. 

 

Figure 2: Distribution of Real vs Fake News 

(Source: Self-Developed) 

3. Data by source domain and calculate the average tweet count per domain 
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Figure 3: Top 10 Source Domains by Average Tweet Count 

(Source: Self-Developed) 

This shows a sort to find out the top 10 source domains with the highest average tweet count 

from the dataset. The groupby function is used and the column is grouped into domains 

which are source_domain, after that the mean is calculated to find the average tweet_num. 

The output is sorted in descending order which can be done by using the statement, domain 

scores.sort_values(ascending= False).head(10). The selected domains and the bar chart 

created from average tweet counts are shown by using `plot(kind='bar’)’. The chart is of 

figure size 12 x 6 inches, the bars are sky blue and the axes are labeled. Labels of the x-axis 

are rotated by a 45-degree angle to read properly and the grid is also drawn on the graph for 

better perception of values. Lastly, the plot is displayed by using plt.show(). Using this 

methodology, insight into which types of links or sources produce significant levels of 

tweeted activity is provided. 
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4. Data for real news only 

 

Figure 4: Tweet Activity Distribution for Real News 

(Source: Self-Developed) 

This plot focuses on the distribution of tweet activity for real news from the dataset. Initially, 

it gauzes the dataset to involve only real news by choosing rows where the column is 

uniform to 1. After that, the histogram is plotted to display the distribution of tweet counts 

(tweet_num) for real news articles. 50-bins are used for this histogram, having bars colored 

in green which shows the real news. Hence, the plot is shown with labeled axes, titles, and 

gridlines to improve readability. This helps in acknowledging the frequency of tweet activity 

which is connected with the real news, giving observations into how the audience gets 

engaged with the real news articles. 

3.4 Data Preparation 

Data Preparation is employed in the data cleaning stage where the preparatory work for 

machine learning is achieved. First, the data was cleaned for missing values and then the 

unnecessary attributes were deleted. Subsets of raw text data introduced as title and source 

domain were pre-processed by tokenization, stop word removal, and further converted to 

vectors [31]. With relation to the numerical feature, the pre-processing of  `tweet_num’ was 

scaled down to an appropriate range to fit into a specific scale. The balance of the target 

variable named `real` was also checked to solve the problem of class imbalance. Moreover, 

to have a more reliable analysis, the dataset was divided into training and testing sets. 

Feature engineering including sentiment from titles or credibility from the domain of the 

news are examples of how predictive performance will be boosted. 
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4 Design Specification 
 

4.1 Modeling 

For dummy data classification in the modeling phase, four various machine learning models 

will be applied in the article classification category as real or fake. The models are used in 

this study such as SVM, Random Forest Classifier, Gradient Boosting Classifier, and 

Logistic Regression. For the first level of analysis, a Logistic Regression model will be used 

to compare with the existing model regards absence the second level of elaboration will 

consist of using two Random Forest and Gradient Boosting Classifiers as more sophisticated 

methods to identify non-linear relationships [32]. Optimal decision boundaries in SVM can 

be applied in the implementation process. All models might be trained on the pre-processed 

data and means of hyperparameters optimization can used GridSearchCV. The choice of a 

model is used to make the final decision which depends on the accuracy and F1 score. 

 

5 Implementation 
 

This is the last phase, and in this phase, the model will get ready for building with the use of 

combining it into an applicable domain for efficient use. The model might be examined on 

obscured or new data to assure its efficiency in real-world surroundings [26]. To maintain or 

track the performance regular monitoring will be applied over the period, and updates or 

initiating might be formed as new data is available for managing preciseness. This method 

assures that the model continues to give applicable outcomes, along with timely evaluations 

to define and enhance its production. The objective is to manage a system that modifies 

developing data patterns. And the archetectures and hyperparameter settings of the model 

are. 

 

Model Hyperparameters 

Logistic 

Regression 

random_state=42, Defaults (C=1.0, solver='lbfgs'). 

Random 

Forest 

random_state=42, class_weight='balanced'. Defaults 

(n_estimators=100, max_depth=None). 

Gradient 

Boosting 

random_state=42, Defaults (learning_rate=0.1, 

n_estimators=100, max_depth=3). 

SVM kernel='linear', class_weight='balanced', random_state=42. 

TF-IDF 

Vectorizer 

max_features=5000, stop_words='english'. 

SMOTE random_state=42. 
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6 Evaluation 
In this phase, the four models are tested which are SVM, Gradient Boosting Classifier. 

Random Forest Classifier and Logistic Regression. The accuracy achieved by logistic 

regression is 79.9%, having a high precision value of 0.90 for the real news but for the fake 

news, the preciseness is low which is 0.69. The model Random Forest Regressor is way 

better having an accuracy of 82.8%, maintaining both real and fake news efficiently, this 

model has a precision value for real news 0.89, and for fake news 0.62. The modeling 

accuracy was 81%, with high real_news recall (0.89), but low fake_news recall (0.55). SVM 

achieved an average accuracy of 78.8%; a precision of real news; of 0.90 but a low precision 

of fake news of 0.52 with a recall of 0.68. In total, Random Forest and Gradient Boosting 

were the most accurate and Random Forest had nearly equal accuracy for both classes of 

samples. Another approach, deep learning, was not considered because of its computational 

complexity and the size of the dataset. It was limited to traditional machine learning 

methodologies that are effective for use in sets of average size and do not demand much 

power. 

 

 

6.1 Logistic Regression 

 

The result analysis examines the model performance which is trained on the dataset. 

However, after model training on the balanced dataset, forecasting was done on the test set, 

and the key parameter metrics were also evaluated [42]. Then the accuracy score is 
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calculated, which gives a general aspect of the correctness of the model. After that, a 

classification report is formed having recall, F1, and precision in brief for both fake and real 

news classes. Moreover, the confusion matrix is also used to examine the true positives, true 

negatives, false negatives, and false positives. 

 

Figure 5: Classification report of Logistic Regression 

(Source: Self-Developed) 

To interpret the confusion matrix the matrix was created as a heatmap. It gave an idea of the 

models' strengths, as well as weaknesses in terms of the number of responses for each class. 

For example, the diagonal element stands for the cases that are well classified, and off 

diagonal element bespoke for the misclassified instances. 

 

In general, this paper’s Logistic Regression also proved reasonable accuracy, specifically in 

identifying real news because of the near equal distribution of true news in the training data 

set. However, there were cases of misclassification shown, especially in the identification of 

fake news which could be due to overlapping of features or the fact that the logistic model 

used may not adequately capture the complexity of the data used [44]. The accuracy score 

gives an overall picture of how effective the model is, while, the classification report and the 

confusion matrix offer more enriched details about how good and where bad the model is. 

Possible future may involve considering the utilization of complex algorithms, adjusting the 

sensitivity of parameters, and employing other characteristics to increase the accuracy of the 

model. 
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Figure 6: Confusion Matrix for Logistic Regression Model 

(Source: Self-Developed) 

 

6.2 Random Forest Classifier 

 

On the balanced dataset performance of the Random Forest Classifier is evaluated. The 

model was trained by using the class_weight=’balanced’ variable to solve imbalance among 

classes and enhance performance over the categories of real and fake news. Forecasting was 

then done on the test set, and numerous examination metrics were computed [37]. 

 

The accuracy score gives a summary of the model performance to give an approximate level 

of the correct classification level of instances. The classification report provides the number 

precision, recall, and F1 for both classes, fake or real news. This comes in handy especially 

when trying to determine the approximate accuracy and specificity of the model with regards 

to the actual classes in question in a bid to avoid high levels of false negative and /or false 

positive results for each class in question [42]. Especially, precision and recall are the most 

important indicators giving information about the model’s performance with weakly 

balanced data sets. 

 



14 

 

 

 

 

Figure 7: Classification Report of Random Forest 

(Source: Self-Developed) 

The confusion matrix outlined in the form of a small table demonstrates the proportion of 

true positives, true negatives, false positives, and false negatives in the form of a heatmap. 

The diagonal elements of this matrix are correctly classified samples and other misclassified 

samples are depicted by the off-diagonal elements. For example, if the model performs 

poorly in fake news detection, it will show high false negatives or false positives for the 

corresponding class. 

 

On the whole, the Random Forest model revealed stable accuracy values and balanced 

measures of precision and recall compared to simpler models such as Logistic Regression. 

The training regime tuning thus enhanced its capacity to distinguish the false news from the 

real ones. Nevertheless, some misclassifications still occurred which indicates better results 

could be achieved by fine-tuning the hyperparameters or by compiling an additional set of 

informative features [39]. They found that the visualization of the confusion matrix gave 

them insights into which areas the model could perform well and which areas needed 

refinement. 
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Figure 8: Confusion Matrix of Random Forest Model 

(Source: Self-Developed) 

 

6.3 Gradient Boosting Classifier 

 

The performance is measured by the Gradient Boosting Classifier which is trained on the 

balanced dataset. This model breaks boosting methods step by step reducing errors and 

enhancing the accuracy of classification. After that, forecasting is made on the given test set, 

and the key parameters like precision, FI- score, accuracy, and recall are calculated. 

 

 

Figure 9: Classification Report of Gradient Boosting 

(Source: Self-Developed) 

The accuracy represents the general effectiveness of the model where the nearer to one the 

more accurately the classifier classifies our data instances. The classification report gives the 

number of metrics for both fake and real news classes with precision. Precision means the 

number of truly positive values by the model while recall shows the capability of the model 

in identifying all the actual positives. Recall and precision are incorporated by F1-score in a 

way best suited for measurement, by presenting the harmonic mean. These metrics reflect the 

overall model performance on the differences specific to the data set including imbalance. 

 

Another useful visual representation created from the confusion matrix is a heatmap that 

splits predictions on true, positive, negative, and false values. It must be noted that diagonal 

elements in the matrix specify correct classifications, while the off-diagonal elements show 

misclassifications. For example, if the model is right with the real news but weak in 

identifying the fake news, then it will indicate a higher false negative of the fake news class 

[41]. 

 

Gradient Boosting showed high accuracy which is 0.81 and relative balance between 

precision and recall. Its capability of analyzing different patterns in data makes it especially 

useful in sorting out fake news from real things. But errors were still present and most of 

them were seen in predicting between fake news and other classes where features are likely 
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to overlap. These areas are illustrated in the heatmap, and more refinements were deemed 

necessary. 

 

 

Figure 10: Confusion Matrix of Gradient Boosting Classifier 

(Source: Self-Developed) 

Altogether, the Gradient Boosting achieved fairly good results, even better than the Logistic 

Regression and preserving the balance of the classes. Nonetheless, the proposed model has 

presented outstanding performances; possible enhancements of the current study could be a 

fine-tuning of hyperparameters, the adoption of more sophisticated boosting algorithms or 

the addition of extra signal characteristics to boost the detection capability of the model. This 

means that the precision of the model in real-world fulfillment can equally guarantee the 

probability of news categorization work. 

 

6.4 Support Vector Machines 

 

By using Linear kernel and class weights are used to balance the trained set, after the model 

is tested, and key parameters like recall, F1-score, precision, and accuracy are computed. 

The score of accuracy shows the amount of properly categorized classified examples, 

producing an overall aspect of the performance of the model [40]. Then the classification 

report produces a brief breakdown of recall, precision, and F1-score for real and fake news 

classes. After this precision shows how precise the forecasting is, amid recalling aspects the 

capability of the class is identified correctly. The F1 score provides a balance between recall 

and precision, making it a functional metric for unbalanced datasets. 
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Figure 11: Classification report of SVM 

(Source: Self-Developed) 

The confusion matrix represents a heatmap, where true-positive, true-negative, false-

positives, and false-negative are illustrated. The diagonal values are those of the correct 

classifications done while the off-diagonal values are of misclassifications done. For 

instance, the matrix can show if the model is good at predicting real news but bad at 

detecting fake news, in this case, the false positive or false negative rate for fake news is 

evident. 

 

The SVM model provides satisfactory results, rather a high accuracy score was achieved. 

High precision for real news; recall for the fake news was relatively low, and it suggested 

that the model may over-predict the real news [35]. In parallel, the confusion matrix raised 

vague areas that required the model’s enhancement. However, SVM is still effective in this 

task and with its resources of seeking for the best decision surfaces. Other improvements, 

which might be considered are hyperparameter optimization and features engineering.  

 
 

Figure 12: Confusion Matrix for SVM 
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6.5 Discussion 

 

The four models are compared which are the Support Vector Machine (SVM), Random 

Forest Classifier, Logistic Regression, and Gradient Boosting Classifier, show variance in 

their performances which depends on the accuracy scores [34]. 

 

As for Logistic Regression, an accuracy score of 79.9% is found, and based on that, we can 

state that this model provides a rather good starting line for binary classification problems. 

Although it exhibited good performance it was not precise in differentiating real and fake 

news, and it has high false negatives in the fake news class. 

 

Random Forest featured an accuracy of 82.8% and was superior to the accuracy score 

featured by the Logistic Regression accuracy score. The inherent modularity of the Random 

Forest and its ensemble nature allowed for a better balancing of the data: the value of both 

precision and recall are relatively balanced. In general, the performance of this model in 

detecting fake news, as well as real news, was rather satisfactory [36]. 

 

The Gradient Boosting method was even more successful in the evaluation stage reaching 

81% accuracy of classifying actual fake news and possessing a high recall level of real news. 

Some results were slightly less accurate than Random Forest but were way better than 

Logistic Regression, especially in distinguishing real news. 

That being the case, SVM had the least accuracy at 78.8%. Nevertheless, it demonstrated 

high precision in identifying real news but was less efficient in recognizing fake news which 

are part of imbalanced datasets. 

 

The findings show that Random Forest yielded the best accuracy rate, 82.8%, and both 

classes were well-separated. Gradient Boosting was the second, with an accuracy rate of 

81%. Logistic Regression and SVM were less accurate, which can be ascertained by low 

precision and a decrease in recall in the case of fake news detection. 

The study's approach is more comprehensive than others due to feature engineering methods 

used in the study, such as tokenisation, TF-IDF, sentiment analysis and balanced methods 

used for datasets on training. These steps enable more significant detection capacities than 

basic or less-analysed patterns witnessed in prior research 
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Figure 13: Comparison Model 

(Source: Self-Developed) 

The bar chart shows the comparison among these models emphasizing Random Forest as the 

top performer, which is followed by Gradient Boosting. SVM and Logistic Regression are 

less useful as they have lower accuracy and face issues and challenges along with the 

balancing of class, besides this SVM is performing least effectively [38]. In last, Random 

Forest and Gradient Boosting stand out as the best models for predicting real or fake news, 

on the other hand, Logistic Regression and SVM can benefit from extra adjustments, like as 

enhancing performance, other preprocessing strategies, or hyperparameter tuning 

 

 

7 Conclusion and Future Work 
 

This research was set to propose and assess machine learning models for fake news detection 

with an emphasis on traffic prediction and prevention. These were Random Forest Classifier, 

Logistic Regression, Gradient Boosting Classifier, and Support Vector Machine all the 

models were trained with balanced data to help reduce the skewness of the classifications. 

The performance of the models as evaluated by accuracy is presented on the chart; Random 

Forest was identified as the most accurate model, with an accuracy of 82.8%. This helped in 

–classifying both real and fake news with high recall measure for real news (0.89) though a 

comparatively lesser measure for fake news (0.62). Logistic Regression, while getting 79.9% 

accuracy, did very well predicting the real news but did not do so well with fake news. SVM 
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is composed of a high precision of real news but has low precision or recall in fake news at 

78.8 percent. 

 

Python libraries that applied in the course of the study involved data pre-processing using 

Panda’s library, data visualization using seborn and model testing using scikit learn library. 

Performance measures such as precision, recall and F1 score and Accuracy were computed 

and compared against the typical Baseline. The study shows that models such as Random 

Forest and Gradient Boosting yielded good results, but there is need for enhanced 

enhancements to enhance the classification of fake news more effectively, especially for 

models like SVM and Logistic Regression in imbalanced precision and recall. 
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