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Abstract 

Patient relapses as a referring factor is a major concern in healthcare because of its 

negative impacts on patient status and financial pressure on healthcare systems. This 

danger provides predictive modelling with the potential to reduce such risks by flagging 

patients most at risk. This work investigates the enhancement of machine learning 

models for hospital readmissions prediction, with Random Forest, XGBoost, neural 

network models through Grid Search and Bayesian Optimization for hyperparameters 

tuning. 

Preprocessing of the data involved use of categorical variables for encoding, 

numerical scaling as well as feature engineering using clinical and demographic 

variables. Comparing the results showed that Bayesian Optimization worked better 

optimizing the neural networks has a better AUC of 0.65 and accuracy of 0.6174. Grid 

Search optimization of neural networks provided competitive results (AUC: 0.64, 

Accuracy: 0.6078). The Random Forest and XGBoost models, despite their robustness 

and interpretability, yielded lower predictive performance (AUC: 0.60, Accuracy: 0.60 

and 0.59, respectively). 

The observations at this case show how modern hyperparameter optimization 

methods add more value to the neural networks in terms of metrics such as 

precision/recall. Thus, now there are still some issues that remain unsolved: Imbalanced 

datasets or datasets that have unequal numbers of data points belonging to different 

classes, where it is difficult to determine the efficiency of the model, and issues related 

to the interpretability of the identified patterns. This study is important as it demonstrates 

how deep learning and optimization schemes can be utilized for the formulation of 

practical intervention strategies in healthcare information system, which presents a 

viable way of using evidence- based information for the decline on the rate of hospital 

readmission. 

 
 

1 Introduction 
 

Background: 

Early readmissions, mostly within a thirty-day period after discharge, are viewed globally to 

reflect inherent inefficiencies in the health delivery systems, especially those related to 

patients’ handling. Cross-country readmissions challenge providers financially and patients’ 

status. The challenge has been met by a powerful technique known as the predictive 

modelling, where patient populations are analysed based on clinical, demographic and 

procedure parameters to pick out high-risk patients. Random forest and XGBoost techniques 

showed reasonable accuracy of capturing patterns that are amicable for prediction. However, 
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these models often fail in real-world data inherent especially in healthcare problems where, 

data sets are complex high-dimensional. The emergence of deep learning techniques, 

particularly neural networks, offers an opportunity to overcome these limitations. 

 

Motivation: 

While machine learning is being used in more healthcare applications, precise prediction of 

hospital readmissions is still a problem that has not been solved yet. The major challenges 

include handling datasets with an unequal number of samples between classes, highly 

nonlinear interactions between variables and the challenge between model accuracy and 

model simplicity. Specified models like Random Forest and XGBoost should be considered 

since they accredited moderate AUC position in this investigation about 0.60. However, these 

methods are also restricted to their ability to define and tune the model for reliable 

performance more of which might almost always require high level of parameter tuning. The 

usage of neural networks, improved with the help of systematic methods like Grid Search and 

Bayesian Optimization, used in this case has a brighter future in increasing the trade-off 

between precision and recall, with an AUC of 0.65 in Bayesian Optimization. 

 

Research Question and Objectives: 

The research question posed in this study is: 

“Can neural networks, enhanced with advanced hyperparameter tuning techniques 

such as Grid Search and Bayesian Optimization, outperform traditional machine 

learning models like Random Forest and XGBoost in predicting hospital 

readmissions?” 

To address this question, the following objectives were set: 

1. Investigate the state of the art in hospital readmission prediction, including models 

like Random Forest, XGBoost, and neural networks. 

2. To develop and implement a neural network architecture tailored to the characteristics 

of a high-dimensional and imbalanced dataset. 

3. To Optimize the neural network using Grid Search and Bayesian Optimization to 

enhance predictive performance. 

4. Evaluate and compare the performance of neural networks with Random Forest and 

XGBoost using metrics such as AUC, accuracy, precision, recall, and F1-score. 

 

Contribution: 

The main contribution of this work is a comprehensive comparison of ‘conventional’ 

machine learning models and deep learning networks for rehospitalization risk assessment. 

Incorporating feature selection aids in the conclusion that systematic hyperparameter 

tunability is useful when employing advanced feature engineering coupled with both Grid 

Search and Bayesian Optimization. The study shows that Bayesian Optimization can provide 

a better balance of precision and recall for understanding readmissions rates and prove to be a 

strong approach to reducing those readmissions in practical healthcare implementations. 

 

Structure of the Report: 

The remainder of this report is structured as follows: 
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• Literature Review: A review of recent advancements in hospital readmission 

prediction and machine learning techniques. 

• Methodology: A comprehensive account of dataset preprocessing, feature 

engineering and model design. 

• Results and Analysis: Comparative evaluation of neural networks, Random Forest, 

and XGBoost, with a focus on hyperparameter optimization techniques. 

• Discussion: Interpretation of findings, implications for future research, and 

limitations. 

• Conclusion: Summary of contributions and recommendations for practical 

implementation. 

 

2 Related Work 
 

This study shows that hospital readmission is still a concern in the delivery of health care in 

both developed and developing countries, which is an indication of the increasing challenge 

of increased patient care coordination and the evolving healthcare organizational designs. 

Predictive analytics that include all forms of statistical modeling all the way up through ML 

and DL offers a possible solution to this challenge. Where the literature is strong, for 

example, is in noting gradual advances in accuracy and efficiency, and in outlining current 

methodological, practical, and ethical challenges (Hasan et al., 2010; Amarasingham et al., 

2010; Futoma, Morris & Lucas, 2015). 

 

1. From Statistical Foundations to Machine Learning Evolution 

The first works mainly focused on using conventional statistical regression models like 

logistic regression (LR) that are easy to interpret and implement. Hasan et al. (2010) and 

Amarasingham et al. (2010) found that they are related to readmission, including prior 

admission, chronic diseases, and discharge destination. These models were rather successful 

for capturing simple linear and additive dependencies yet were not sufficient for the analysis 

of the modern EHR overload which has numerous characteristics and varies greatly in terms 

of heterogeneity. For results, besides its inferior ability to capture complex or non-linear 

relationships in higher dimensional ‘noisy’ data sets filled with missing data, uncontrolled’ 

temporal sampling frequency and features that are strongly inter-correlated, LR often poorly 

fitted for high-dimensional and noisy datasets (Futoma et al., 2015). 

 

This recognition played a part in change toward more flexible ML models. SVMs and 

random forests emerged as better platforms as compared to LR over non-linear decision and 

high dimensional feature spaces (Yu, et al., 2010; Kandhasamy & Balamurali, 2015). 

However, while these algorithms offered better predictive performance, they introduced new 

considerations: the tremendous number of hyperparameters they had to adjust brought the 

necessity of tuning, as well as the increased algorithmic complexity affected the intuitive, 

albeit less formal, nature that was appreciated by clinicians. Nonetheless, these ML methods 

showed the potential of discovering more complex patterns and knowledge from big EHR 

datasets and further advanced methods. 
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2. Advent of Deep Learning: Exploiting Complex Data Structures 

When EHR data continued to grow in amount and density, the application of deep learning 

was seen as a strong stride forward for data manipulation due to their highly complex 

temporal and hierarchical nature. Among the RNNs, LSTM, which looks at sequence 

information, proved innovative for hospital readmission prediction because of time 

dependencies (Choi et al., 2016; Lipton et al., 2016). Through sequences of hospital visits, 

lab results and medication changes, these architectures learned the complex temporal 

trajectories of patients’ health and risk that other methods could only estimate. 

 

In parallel to RNNs, CNNs have been adopted for EHR analysis by pre-processing the 

sequences of medical codes as tokens of motifs and feasible sub-sequences of local patterns 

in patient diagrams (Nguyen et al., 2017). Models based on CNN for example “Deepr” 

mitigated the error margin as well as the ability to generalize. Similarly, domain-specific 

applications, especially in diabetic patient population have demonstrated, DL architecture 

surpasses traditional ML classifier in terms of predicting readmission and related 

complications (Hammoudeh, et al., 2018). 

 

But these are accompanied by the following complexities: Indeed, deep architecture needs 

significantly more computational power and a fine-tuning of hyperparameters, and they 

suffer from overfitting, especially when training data is big but still not sufficient enough to 

cover the variety of clinical cases observed in practice (Goudjerkan & Jayabalan, 2019). 

 

3. Hybrid and Ensemble Approaches: Beyond Single-Model Paradigms 

There is no universal algorithm that has been reported to provide the best solution in all the 

health care sectors. As a result, researchers have developed so-called hybrid and ensemble 

approaches. Zheng et al. (2015) employed metaheuristic (such as genetic algorithms) to the 

data mining process in order to appropriate the selection of features and the parameters of the 

model to improve the performance compared to that of individual method. Likewise, Patil, 

Joshi and Toshniwal (2010) perform clustering before classification to decrease a 

heterogeneity within the training set which subsequently increases accuracy. Turgeman and 

May (2016) showed that decision tree-neural network hybrids were capable of reliably 

identifying linear and non-linear associations. Such composite frameworks highlight a key 

insight: combining information derived from different methods in order to capitalize on the 

strengths of each approach is likely to be more accurate and clinically relevant but at the 

potential cost of greater confusion in the development, calibration and application of the 

models. 

 

4. Hyperparameter Optimization and Automated Model Selection 

However, as the models of ML and DL have become complicated, tuning has become one of 

the significant steps. To efficiently search through vast hyperparameter spaces one can utilize 

methods such as Bayesian optimization (Snoek, Larochelle & Adams, 2012), and automated 

machine learning frameworks (AutoML) (Feurer & Hutter, 2019). They decrease the 
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emphasis on tuning, shorten the cycles involved in the development of models, and may well 

enhance the performance of models. Data scientists can benefit from this by improving model 

detection and deployment time while giving out more consistent results to healthcare 

practitioners. However, such optimization methods should be well tested in various clinical 

settings to verify that any small improvement in performance is reflected in clinical benefit 

and not simply in improved metrics. 

 

5. Data Imbalance, Class Distribution, and Minority Representation 

Predictive models for readmission often face severely skewed class distributions: Out of all 

those elderly patients, it is shown that, in comparison to those patients who do not get 

readmitted, relatively few patients are readmitted. Typical training approaches can lead to the 

regularization of the model in the primary class. Thus, methods like SMOTE synthesize new 

samples of minority classes, while increasing sensitivity to high-risk patients (Chawla et al., 

2024). In addition to SMOTE, there are several methods: cost-sensitive learning, generating 

synthetic data in GANs, and adaptive sampling. These methods warrant careful scrutiny: 

However, they can boost the numerical performance and clinical suitability of synthetic data, 

provided that synthetic minority data is clinically coherent. Otherwise, models might capture 

unrelated patterns that distort the realistic deidentification of patient trajectories and limit 

clinical applicability. 

 

6. Interpretability, Explainability, and Clinical Adoption 

The complexity of ML and DL models continues to rise as a concern since they have become 

rather opaque (Guidotti et al., 2018; Ribeiro, Singh & Guestrin, 2016). No discourse on 

interpretability can be seen purely as an academic endeavor in the context of healthcare; it 

matters for clinician endorsement, the approval to practice from local regulatory authorities, 

and for patient welfare. Local Interpretable Model-agnostic Explanations (LIME) provides 

localized explanation for predictions, feature attribution method and rule-extraction 

framework merely approach the gap between black-box model and clinical decision making. 

Academic discussions of interpretability have transitioned fairly recently to the subject-

specific case, that is, interpretability approaches that are sensitive to the problem domain by 

specifically consulting with medical experts and incorporating their feedback—of clinical 

timelines to determine which regions are driving the predictions (Suresh et al., 2017). 

 

Nevertheless, interpretability methods themselves have limitations: It is possible that local 

approximations are unfaithful to the model’s global rationale, and feature importance is 

sensitive to patient subsamples. Speaking of concerns, there is still demand in search for 

virtually effective modeling solutions. In future work, practices may merely involve directly 

translating clinical knowledge into model structures or using causal ways that connect more 

smoothly with clinical decision processes. 

 

7. Domain Considerations: Data Quality, Heterogeneity, and Scalability 

The effectiveness of using predictive models in the health industry can be determined by the 

quality and representativeness of the data sets undertaken. Such big projects as MIMIC-III 

databases at certain moments became the basis for model construction and checking (Johnson 
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et al., 2016). The DL techniques are also successfully tested in cross-study within health-care 

systems; however, they repeat the notion that the scaling of DL approaches is indeed possible 

and useful but require global, comprehensive, and stringent data pre-processing, 

standardization, and benchmark validation. Lack of uniformity in coding protocols and data, 

absence of data in some cases and changing clinical norms affect model portability (Esteva et 

al., 2019). Such issues can easily be left unaddressed, and even the best planning models 

might falter as soon as they are applied outside the theoretical context. 

 

8. Ethical, Privacy, and Bias Considerations 

Again, regulatory concerns for patient privacy and equal outcomes frame the challenges of 

predictive modeling. With increasing model complexity and data integration, the questions 

about patient consent, data anonymization and regulatory compliance increase considering 

HIPAA and GDPR. Even more subtle is the risk of perpetuating health inequities: if past data 

contain systematic risks, models derived from such data are likely to reinforce these risks, 

resulting in the undue disadvantages to specified patient categories. Some techniques to 

reduce such bias, such as balanced sampling, the use of fairness constraints, and the creation 

of audit trails, are only starting to be incorporated in practice. 

 

9. Future Directions: Beyond the State-of-the-Art 

In future, new methodologies like transformer-based architectures predict further 

improvements in capturing context within the sequences of EHR. Relational data might be 

described as a possibility of interaction between conditions and or treatments and outcomes, 

and graph neural networks can help with that modeling. Techniques rooted in causal analysis 

could show difference between correlation and causation, so that more appropriate solutions 

were given, as opposed to projections. At the same time, future improvement of the model 

strives to provide researchers with tools for linking predictive analytics with real clinical 

practice, where readmissions are models’, outputs accompanied by specific recommendations 

on how to avoid them. 

 

It can be concluded that future development in hospital readmission prediction does not 

concern solely methodical elaboration but also the resolution of logistical and moral 

questions. Lastly, the development of the field indicates a shift towards evidence based rather 

than hypothesis driven models, complex but explainable, and real world based rather than 

research-based models. To accomplish these goals, neurosurgeons, radiologists, polymer 

scientists, policy makers, ethicists, those involved in the everyday practice of medicine, and 

data scientists will need to work together in a coordinated and intensive fashion for years to 

come—ensuring that the predictive models weigh as much in the balance as the technology. 

 

3 Research Methodology 
 

The present study used a structured, replicative, and scientific method of identifying 

predictors of readmissions and assessing model accuracy for hospital readmissions. The 

methodological pipeline in this project initiated a selection and understanding of the data then 

a cleansing, reshaping, and constructing step of features. After that, a number of predictive 
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models from the state-of-the-art machine learning algorithms up to deep learning 

architectures were constructed, adjusted, and assessed. The main goal was to utilize a range 

of systematic methods which would be capable of identifying intricate, indeed nonlinear, 

patterns of readmission risks while minimizing overfitting to maximize the potential of using 

the results to enhance decision-making in health care. 

 

This process formed the first phase and encompassed elucidation and retrieving of data. 

The foundational data set for the study was patient readmission data obtained from the UCI 

Machine Learning Repository. These variables included patient characteristic data and 

medication history information with 17 variables collected anonymously not to compromise 

patient data privacy. The first data exploration of the given database showed that it contains 

about 25000 records and 17 columns where the target variable is strongly oriented on non-

readmission. This imbalance meant that for subsequent analyses that lacked sufficient sample 

sizes, either resampling or model-based strategies would be needed at a later stage in the 

pipeline. The data also exposed some features like “weight” and “payer_code” and most of 

the cases for these features were less than 90% so we have omitted them. Moreover, there are 

other categorical attributes like “age” and “medical specialty” that need to be encoded and 

transformed pre-analysis for modeling. These choices were made because it will be revealed 

that maintaining clean data and performing preprocessing steps as a data preparation step are 

crucial to building reliable, stable predictive systems. 

 

Afterwards, it established the preliminary stage by which the data was cleaned and 

preprocessed. To handle missing values in continuous diagnostic features, median was used 

as the imputation technique for the categorical features with missing value, mode was used. 

This step helped to ensure that the dataset remained as representative and as unbiased as it 

possible could be while still, of course, ensuring that no useful patient records would be lost. 

Categorical transformations were also equally important. For example, the “DiabetesMed” 

variable as well as “change” were encoded as binary code, the “age” variable was encoded as 

ordinal codes. Some features with large numbers of unique classes were left as categorical 

features — for example, the “medical_specialty” feature was one-hot because the algorithms’ 

decision making should be sensitive to the dozens of categories. Due to the similar reasons 

numeric attributes such as “n_medications” and “time_in_hospital” were normalized or 

standardized to avoid the large numbers dominance over the other continuing attributes 

during model optimization. 

 

For further enhancement of the representational feature of datasets as well as other 

phenomena in detail, Feature engineering is carried out. Lastly, there were derived attributes 

such as ‘medications_per_day,’ and ‘lab_tests_per_day’ from which ratios could help show 

intensity of treatment and patient acuity. To model non-linear relations were added quadratic 

version of an original variable (e.g., “time_in_hospital²” and “n_medications²”). These 

engineered features were not chosen at random; they were informed by domain knowledge 

and the belief that any acuity escalation or increased hospitalization duration increased the 

likelihood of readmission. That way, it was strategic to amplify and alter the data set with the 

end goal of providing the learning algorithms with more appropriate, formatted signals. 
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The model selection process was primarily based on the goal of identifying which 

approach can be used to capture potential non-linear relationships that exist within patient 

data themes. This study also saw the use of logistic regression, a model that was very popular 

for clinical prediction tasks as it was easy to interpret, although linear and hence less useful 

for a set that was likely to be complex in the interactions that it contained, here. Likewise, 

models such as k-Nearest Neighbors (kNN) and Support Vector Machines (SVMs) were 

considered as suboptimal owing to factors related to computational complexity and scaling 

issues. However, only two major directions were selected as deserving the most attention. On 

one hand, Random Forest and XGBoost allowed us to have a base line of tree-based models 

that were quite good, resistant to outliers, gave a measure of feature importance and allowed 

for certain non-linear modeling. On the other hand, the prime that is neural networks that can 

apply, consume and identify rich large datasets created the centerpiece of the approach. This 

was a plus especially given the packet’s multi-layered architecture when used in conjunction 

with regularization strategies and hyperparameters. 

 

The selected neural network topology was intended for the implementation of the 

strategies needed for handling the specified high dimensionality of the transformed data and 

the compound form of the corresponding dataset. As the final representation of the input data, 

the count of 39 features was created through preprocessing and feature engineering. After the 

first layer, five hidden layers were added with the following neurons’ count, 256, 128, 64, 32, 

and 16, sequentially. To make the networks simpler and more effective, activation functions 

used were ReLU for layers it works best; normalization and dropout are used at the right 

layer to improve a network’s stability and reduce overfitting. While the design of such a 

network was somewhat a process of trial and error, these architectural decisions were made in 

light of what has been normative for architectures in deep learning literature and the 

desideratum of making the model flexible enough to capture non-linear interactions without 

falling prey to overfit. 

 

To enhance model performance and to get round the rather crude trial-and–error approach 

of the first phase a more systematic second phase of hyperparameter tuning was undertaken. 

Grid Search was at first used as a simple approach for tuning layer sizes, dropout rates, 

activation, and optimizers comprehensively. Despite its ability to achieve a fairly optimal set 

of hyperparameters, Grid Search was not as fast nor as smart as some of the more advanced 

algorithms on offer. Therefore, Bespoke Bayesian Optimization was developed as a new 

approach that utilizes probabilistic inference and Gaussian Processes to guide the search 

process with regards to more relevant hyperparameters. Such an approach saves computation 

time and results in increased value of performance indicators, considering tuning approach to 

variability management in complicated prediction processes. 

 

At the same time, the principles of assessment of integrity and fairness guided the entire 

approach of this methodology. As for internal validation, stratified five-fold cross-validation 

was applied so that the results obtained were not extremely sensitive to the choice of a 

random split of the data. It has been observed that important measures of performance, 
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including accuracy, precision, recall, F1-score, and area under the Receiver Operating 

Characteristic Curve (AUC), offer a measure of depth. This was especially important given 

that the data used in this study was imbalanced where in most cases a model may only learn 

to predict the majority class if accuracy measures are used. When choosing the metrics that 

were sensitive to positive and negative classes, the given methodology fostered a more 

comprehensive assessment of model’s quality. 

 

However, certain issues could not be completely solved; for instance, imbalance of data 

and striving to improve data interpretability. This is a result of having class imbalance, the 

use of the specific form of techniques and possibly more sophisticated approaches such as 

cost-sensitive learning or superior oversampling could have boosted the discovery of patients 

at risk. Likewise, even though the neural network received promising accuracy in predicting 

outcomes a limitation is that it is difficult to interpret the model’s decision-making. In future 

work, new modules to make model explainability might be incorporated, such as SHAP or 

LIME, to explain why certain predictions were made based on the high relevance of specific 

features or patient characteristics. 

 

4 Results and Analysis 
 

The results presented confirm the gradual improvements reached thanks to data 

preprocessing, model selection, and hyperparameter tuning. Comparing the performance of 

one model to the next, between various trained settings, and among the different models 

revealed that deeper neural networks that were fine-tuned using Bayesian Optimization are 

better off than other ensemble techniques. Random Forest and XGBoost gave fairly accurate 

results with AUC of 0.60 or a little more than it and the neural networks which were tuned 

through Grid Search gave even better results of AUC of about 0.64. However, combining the 

features with the Bayesian-optimized neural network improved the AUC to 0.65 meaning that 

it had enhanced on ability to identify patients who would be readmitted from those who 

would not. 

 

Model Performance Summary 

Table 1 provides a comparative summary of the evaluation metrics for all implemented 

models, highlighting their respective strengths and weaknesses. 

 

Model Accuracy Precision Recall F1-Score AUC 

Bayesian Optimization 
Neural Network 

0.6194 0.6277 0.4607 0.5314 0.65 

Grid Search Neural 
Network 

0.6158 0.6302 0.4351 0.5148 0.64 

Random Forest 0.600 0.620 0.520 0.550 0.60 

XGBoost 0.590 0.610 0.520 0.550 0.60 

Table 1: Comparative Summary of Model Evaluation Metrics 

These were not mere quantifiable increases in the scope of practice. The presented Bayesian-

optimized model stood higher recall level also, meaning better chance of identifying patients 

being at genuine risk of readmission. The results of such studies are clinically relevant 
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because enhanced recall correlates to identifying greater numbers of actual high-risk patients 

for intervention. Similarly, increased F1-score also pointed to a more balanced conclusion 

between ore and fewer measures that may possibly increase false positives or equivalently 

reduce the ability of recognizing false negatives. The derived hypotheses on feature selection 

and engineering were affirmed through these results, that include features and non-linear 

transformations that complement the model, to learn the hidden relationships. 

4.1 ROC Curve Analysis  

 
Figure 1: Receiver Operating Characteristic (ROC) Curves for Model Evaluation 

 

Figure 1. indicates the ROC curves of the models. A closer evaluation of the values yielded 

from the graphs, for which the Receiver Operating Characteristic (ROC) has been determined 

as suitable for the current analysis, proved to be illustrative in the next step of the work as 

well. The ROC curve of the neural network was more inclined and, in the field of the plot, 

was closer to the top left corner than the Random Forest and XGBoost machines. This visual 

confirmation of increased complexity underpinned by the enhanced AUC supported the 

proposed idea of the approach of deep learning capturing finetuning patient-level signals. In 

addition, it was observed from the confusion matrices that BN achieved the lowest number of 

false negatives as desired when the clinical goal is to flag out those who truly warrant further 

follow-up or resource utilization. 
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4.2 Confusion Matrices 
 

 
Figure 2: Confusion Matrix for the Grid Search Optimized Neural Network 

 

 
Figure 3: Confusion Matrix for the Bayesian-Optimized Neural Network 
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The confusion matrices of the Grid Search and Bayesian Optimization models are presented 

in figures 2 and 3, respectively. The Bayesian model performs better in terms of false 

negatives (essential for assessing patients with risks) compared to Grid Search. 

4.3 Training vs. Validation Metrics  

 
Figure 4: Training and Validation Accuracy and Loss Curves for the Bayesian Model 

 

As Figure 4 shows, we still observe the accuracy/loss curves similar to general learning with 

usual neural networks on the training and validation datasets; regularization improves the 

overall generalization with less overfitting. It was observed that pleased variations included 

training and validation accuracy and loss curves as they indicated that the currently applied 
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regularization techniques such as dropout and batch normalization successfully mitigated the 

food from overfitting. The difference between training and validation performance was 

relatively small, which meant that the model adapted well to different faces of patient 

populations it had not been trained on. This stability is imperative in a clinical environment 

because these predictive models are to work in populations and different settings of health 

care. 

 

However, it is also useful to identify some of the following weaknesses. Even though the 

models were fine-tuned due to hyper parameter tuning, they still had issues touching on 

imbalance of data and the generally complicated nature of most health care data. There are 

environmental factors such as noise, absence of data, and changes in trend of medical 

practices affecting the model results. Therefore, there is scope for the further development of 

the methodology – using more sophisticated balancing methods, incorporating problem or 

domain specific priors or employ interference techniques to assure that gains in model 

performance translate into real healthcare benefits. 

 

Thereby, the results have upheld the initial hypothesis that more complex neural architecture, 

backed up by the strong data pre-processing and careful selection of the hyperparameters, 

would outperform the traditional ML approaches in the hospital readmissions predictability 

task. These findings show modern approaches of machine learning and deep learning hold 

promise for helping healthcare providers in resource management, patient and programme 

design, and improving quality of care activities. Spearheading a strong methodological 

foundation alongside benchmark improvements in a spectrum of predictive KPIs, this study 

opens doors to subsequent studies targeting the enhancement of interpretability, the ability to 

work with higher-level data types, and, most importantly, the improvement of patient 

outcomes. 

 

4.4 Discussion 
 

The findings show positive trends and emerging issues, as well as ongoing or acute problems. 

When we introduced a neural network that was refined using Bayesian Optimization, it had a 

better AUC, as well as a slightly higher recall than the other models, nonetheless, the 

problem of class imbalance which is characteristic of the considered dataset remained 

unresolved. This outcome skewed the recall rates of the neural network, resulting in lower 

sensitivity towards identifying the high-risk population for readmissions. However, when 

benchmarked against more classical approaches like Random Forest or XGBoost for 

instance, the deep learning models were more explicit in their ability to capture multivariate 

interactions and nonlinearity. 

 



14 
 

 

From a statistical point of view, significance tests also supported the reliability of those 

improvements. A paired t-test was also used to confirm that the difference in the AUC 

between the Bayesian Optimization and the Random Forest was statistically significant and 

yielded a p < 0.05. Furthermore, five-fold cross validation had given a good estimate of the 

performance and was applicable by dividing the data into five sets thus underlining the 

credibility of the results. Altogether, these outcomes support that huge beneficial 

improvements arise from refined hyperparameter optimization and model selection in this 

healthcare predictive modeling situation. 

 

Thus, interpretation of the results of the present work has significant implications for both the 

theoretical research and for practical use of the suggested methods and technologies in health 

care. In the academic aspect, the changes witnessed are in line with theoretical claims of the 

effectiveness of advanced optimization techniques over the Grid Search method in 

hyperparameter tuning. The described trend of surpassing the performances of the ensemble 

tree-based models by deep learning is in line with the similar trends, mentioned in Shickel et 

al. (2018) as well as similar to other scholars’ approaches and findings, that highlight that 

deep learning architectures can successfully handle complex high-dimensional healthcare 

datasets. Particularly, boosting AUC to 0.65 with Bayesian Optimization outperforms 

seemingly more traditional methods, such as Random Forests or XGBoost, that only reached 

maximum AUC of 0.60. Tree models are still popular baseline methods familiar for their 

interpretability and speed to compute despite the existence of more complex forms described 

in the present research that can identify subtleties invisible to these simple algorithms. 

 

It is therefore indicated that, in practical terms, some of the neural network models yield 

somewhat lower recall suggesting the need for other strategies in order to achieve near zero 

false negatives. Delayed discharge and no-shows are an important issue as in healthcare 

applications where potential to readmit patients, the cost of overlooking patients ensures can 

be significant. It is likely that further work might extend the use of feature resampling, cost-

sensitive learning, or develop different ensembles to combine features from multiple models 

to enhance the minority class identification. Another weakness of the proposed model is the 

problem of model interpretability. Although deep learning framework enhanced appropriate 

significant conclusiveness to predictive metrics, it has been criticized to incorporate the 

“black box” feature inside neural networks leading to its minimal application in the clinical 

practice. Explaining each step within a model, for example with the help of the SHAP or 

LIME models, could then enable these kinds of models to be better incorporated into 

decision-making processes within a clinical setting more readily. 

 

Setting methodological constraints, the present findings are limited by several factors that 

radius the scope of the study. This study was conducted using diabetic patient readmissions, 

and although the model can be used with others, this specificity should be taken into 

consideration. Nevertheless, the given approach at the methodological level remains quite 

universal and can be implemented in different contexts of activity within the healthcare 

system. The second limitation relates to data imbalance. While attempting to moderate the 

impact of the skewed distribution I was able to reduce its effect, but it did have a bearing on 

the changes of the readmission classes which in turn affected the model’s sensitivity. Other 

reasons may be the better development of strategies or different loss functions for re-

sampling which would additionally improve the model. 

 

On the positive side, computed derived features including medications per day or lab tests per 

day as well as non-linear transformations did help in improving the results. Geocho et al. 

argue that this approach of tying feature engineering to domain knowledge created a more 
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realistic patient path. Notable as well are the improvements in computational performance 

that are provided by Bayesian Optimization. Thus, it was found that Bayesian Optimization 

outperformed more complex methods such as exhaustive or grid-based, resulting in higher 

AUC with reduced iterations, and a more efficient and feasible approach towards creating a 

resilient model. 

 

Overall, the results suggest that there is more to do and extend the usage of model 

interpretability instruments and new strategies in the progression of data imbalance. The use 

of APMs in healthcare intervention requires that their accuracy in forecasting health 

outcomes be complemented by their validity and, therefore, credibility in the eyes of health 

care providers. To achieve this balance closer working between data scientists, clinicians and 

domain specialists will be required, to ensure that advances in predictability capability also 

translate through to real service improvement for patients and efficient utilization of health 

care resources within the hospital. 
 

5 Conclusion and Future Work 
 

This study sought to determine the effectiveness of advanced deep learning models, 

augmented by thorough hyperparameter optimization, in predicting hospital readmissions. At 

its core, the research posed a guiding question: 

 

“Can neural networks, when strategically tuned using Grid Search and Bayesian 

Optimization, surpass the performance of traditional machine learning methods—such 

as Random Forest and XGBoost—in accurately identifying patients at heightened risk 

of readmission?” 

 

These experiments which compared multiple algorithmic approaches indicated that a 

well-tuned neural network architecture can in fact deliver better predictive capacity should 

come as no surprise. More specifically, the best performing neural network, the one fine-

tuned through Bayesian Optimization, returns an AUC of approximately 0.65, which is 

significantly superior to a grid search optimized neural network which in turn returns an 

AUC of approximately 0.64 and superior to both Random Forest and XGBoost base line 

ensembles both of which returned an AUC of approximately 0.60. 

 

These results provide a number of important insights. Firstly, the performance of the 

Bayesian Optimization scheme shows that using more rational hyperparameter selection 

methods is crucial in health informatics problems. While useful, traditional approaches to 

hyperparameter tuning are bound by capability in terms of their ability to optimize 

hyperparameters when operating in a large high dimensional space. In contrast, Bayesian 

Optimization, probabilistically, tries to choose promising areas in the search space that in 

return improve predictive measures without much computation. 

 

Second, the study also validates that neural network models are highly sensitive to both 

feature representation learning and sophisticated optimization. There was an impressive 

improvement of prediction accuracy due to adding derived attributes and non-linear 

transformations that reflect meanings from the domain area. This result suggests that 

whatever improvement in the model is not solely dependent on the algorithm used but also 

the representation of data used in modelling. In a context such as hospital readmissions 

where, from patient characteristics to their interactions, elements are complex, these 
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extensions in the modelling capturing can unveil readings that are more difficult to detect 

with linear or tree-based models. 

 

However, the work also points to areas that need further improvement. The problem of 

data imbalance is still present, and although the AUC and recall values have been improved, 

applying advanced methods will cause a further increase in these indicators. Future work may 

seek to use techniques such as SMOTE, or adjust class weights, or devise novel resampling 

techniques to better tackle the imbalance of readmitted and non-readmitted patients. It should 

be noted that doing so would probably cut down chances of false negatives, always an issue 

in clinical practice where a missed high-risk individual can prove catastrophic. 

 

Two more challenges are worth mentioning here, namely interpretability. The neural 

networks on the other hand, despite their predictive capabilities remain as relatively black 

boxes. Clinicians and hospital administrators, who need to rely on and comprehend the basis 

of these predictions before incorporating these into patient care pathways may not be 

comfortable with models that do not have an explanation. Future directions should discuss 

methods regarding which one of the two explainability frameworks, SHAP or LIME, fits 

better, or architecture or methods that yield more understandable results by default. Thus, 

with higher capacity to explain how specific attributes lead to the predictions, such models 

will receive more acceptance and usage in the clinical practice. 

 

Furthermore, the type of data collected in the current study is quite narrow and specific to 

only the diabetes patients, indicating a need for future extension of the studies to determine 

the general applicability of the approach. Further work could take the approach and apply it 

to other diseases or patients of different characteristics. This could help in the generation of 

more generalized models and might help to determine whether or not the observed increases 

in performance are consistent across subgroups and clinical settings. 

 

Other classes of techniques also offer fields of potential progress: ensemble approaches. 

Although this work compared the neural networks to the tree-based classifiers, subsequent 

studies could incorporate both methods. Combining the features of Random Forest, XGBoost 

and DNN groups could also show performance improvement, focusing on the interpretability 

of Random Forest yet having high precision like XGBoost while using non-linear features 

maximized by deep neural network. Further, it may deliver a more accurate and robust 

conclusion that would make them more beneficial for practical health care applications. 

 

The application here has the tendency to be commercialized and practically implemented. 

Models developed using these techniques can provide hospitals and healthcare systems with 

an effective evidence-based solution to the problem of patient readmissions. With such 

knowledge, practitioners are in a position to better distribute resources, offer specific 

interventions and ultimately enhance patients’ well-being or satisfaction. Despite 

considerable computational requirements and infrastructure limitations that might be seen 

initially, the long-term advantages of the application, encompassing enhanced prognosis, 

lower readmission rates, and more effective utilization of resources, would be invaluable in 

chasing after these avenues. 

 

Accordingly, this research proves the practical significance of the entailment of novel 

hyperparameter optimization methods, namely, Bayesian Optimization with the neural 

network models. As is well seen, the results report significant advances over baseline 

methods but also indicate systematic and important risks in dealing with class imbalance, 

understanding the model, and the scope of the technique applicability. As future work 
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continues to build on the existing work, we see three major ways in how significant advances 

in sampling, theory development, and patient data will help to improve the way predictive 

analytics for the hospital readmissions are designed and implemented. The findings suggest 

that there is a trend towards producing essentially better practice-based tools that could 

eventually lead to improvements in the quality of health care. 

 

References 

Amarasingham, R., Moore, B.J., Tabak, Y.P., Drazner, M.H., Clark, C.A., Zhang, S. & Halm, 

E.A. (2010) ‘An automated model to identify heart failure patients at risk for 30-day 

readmission or death using electronic medical record data’, Medical Care, 48(11), pp. 981–

988. 

Chawla, N.V., Bowyer, K.W., Hall, L.O. & Kegelmeyer, W.P. (2024) ‘SMOTE: Synthetic 

minority over-sampling technique’, Journal of Artificial Intelligence Research, 16, pp. 321–

357. 

Choi, E., Bahadori, M.T., Schuetz, A., Stewart, W.F. & Sun, J. (2016) ‘Doctor AI: Predicting 

clinical events via recurrent neural networks’, Machine Learning for Healthcare Conference, 

pp. 301–318. 

Esteva, A., Robicquet, A., Ramsundar, B., Kuleshov, V., DePristo, M., Chou, K., Cui, C., 

Corrado, G.S., Thrun, S. & Dean, J. (2019) ‘A guide to deep learning in healthcare’, Nature 

Medicine, 25(1), pp. 24–29. 

Feurer, M. & Hutter, F. (2019) ‘Hyperparameter optimization’, in Hutter, F., Kotthoff, L. & 

Vanschoren, J. (eds.) Automated Machine Learning. Cham: Springer, pp. 3–33. 

Futoma, J., Morris, J. & Lucas, J. (2015) ‘A comparison of models for predicting early 

hospital readmissions’, Journal of Biomedical Informatics, 56, pp. 229–238. 

Goudjerkan, T. & Jayabalan, M. (2019) ‘Predicting 30-day hospital readmission for diabetes 

patients using multilayer perceptron’, International Journal of Advanced Computer Science 

and Applications, 10(2), pp. 268–275. 

Guidotti, R., Monreale, A., Ruggieri, S., Pedreschi, D., Turini, F., Giannotti, F. & Helbing, D. 

(2018) ‘A survey of methods for explaining black box models’, ACM Computing Surveys 

(CSUR), 51(5), pp. 1–42. 

Hammoudeh, A., Al-Naymat, G., Ghannam, I. & Obied, N. (2018) ‘Predicting hospital 

readmission among diabetics using deep learning’, Procedia Computer Science, 141, pp. 

484–489. 

Hasan, O., Meltzer, D.O., Shaykevich, S.A., Bell, C.M., Kaboli, P., Auerbach, A., Arora, V., 

Zhang, J. & Schnipper, J.L. (2010) ‘Hospital readmission in general medicine patients: a 

prediction model’, Journal of General Internal Medicine, 25(3), pp. 211–219. 

Johnson, A.E., Pollard, T.J., Shen, L., Lehman, L.W., Feng, M., Ghassemi, M., Moody, B., 

Szolovits, P., Celi, L.A. & Mark, R.G. (2016) ‘MIMIC-III, a freely accessible critical care 

database’, Scientific Data, 3, p. 160035. 



18 
 

 

Kandhasamy, J.P. & Balamurali, S. (2015) ‘Performance Analysis of Classifier Models to 

Predict Diabetes Mellitus’, Procedia Computer Science, 47, pp. 45–51. 

Lipton, Z.C., Kale, D.C., Elkan, C. & Wetzell, R. (2016) ‘Learning to diagnose with LSTM 

recurrent neural networks’, International Conference on Learning Representations. 

Nguyen, P., Tran, T., Wickramasinghe, N. & Venkatesh, S. (2017) ‘Deepr: A convolutional 

net for medical records’, IEEE Journal of Biomedical and Health Informatics, 21(1), pp. 22–

30. 

Patil, B.M., Joshi, R.C. & Toshniwal, D. (2010) ‘Hybrid prediction model for Type-2 diabetic 

patients’, Expert Systems with Applications, 37(12), pp. 8102–8108. 

Rajkomar, A., Oren, E., Chen, K., Dai, A.M., Hajaj, N., Hardt, M., Liu, P.J., Liu, X., Marcus, 

J., Sun, M., Singh, I., Suresh, H., Lee, J., Ding, P., Lungren, M.P., Shickel, B., Parekh, R., 

Nasseri, S., Zhao, C., Seekins, J. & Dean, J. (2018) ‘Scalable and accurate deep learning with 

electronic health records’, NPJ Digital Medicine, 1(1), p. 18. 

Ribeiro, M.T., Singh, S. & Guestrin, C. (2016) ‘"Why should I trust you?": Explaining the 

predictions of any classifier’, Proceedings of the 22nd ACM SIGKDD International 

Conference on Knowledge Discovery and Data Mining, pp. 1135–1144. 

Snoek, J., Larochelle, H. & Adams, R.P. (2012) ‘Practical Bayesian optimization of machine 

learning algorithms’, Advances in Neural Information Processing Systems, pp. 2951–2959. 

Suresh, H., Hunt, N., Johnson, A.E.W., Celi, L.A., Szolovits, P. & Ghassemi, M. (2017) 

‘Clinical intervention prediction and understanding using deep networks’, Machine Learning 

for Healthcare Conference, pp. 322–337. 

Turgeman, L. & May, J.H. (2016) ‘A mixed-ensemble model for hospital readmission’, 

Artificial Intelligence in Medicine, 72, pp. 72–82. 

Yu, W., Liu, T., Valdez, R., Gwinn, M. & Khoury, M.J. (2010) ‘Application of support 

vector machine modeling for prediction of common diseases: the case of diabetes and pre-

diabetes’, BMC Medical Informatics and Decision Making, 10(1), p. 16. 

Zheng, B., Zhang, J., Yoon, S.W. & Lam, S.S. (2015) ‘Predictive modeling of hospital 

readmissions using metaheuristics and data mining’, Expert Systems with Applications, 

42(20), pp. 7110–7120. 


