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Configuration Manual 

Haritha Kutcharlapati 

Student ID: x23213248 
 

 

1. Introduction 

 

This configuration manual contains the procedure of recreating the experiment as well as the 

methodology for using machine learning and deep learning in the prediction of cardiovascular 

diseases. The study uses such as demographic and physiological and lifestyle traits, which include 

age, sex, blood pressure cholesterol and glucose levels, to identify people with healthy and 

cardiovascular disease. Algorithms under consideration included the setup models such us Logistic 

Regression, Random Forest, SVC, Decision Tree, DNN, RNN, and LSTM. feature scaling and 

encoding methods were used during data preprocessing for accurate model prediction. Among the 

traditional model, Logistic Regression performed the best, whereas LSTM and DNN are more 

effective when data shows some more complex pattern. 

 
 

 

2. Deployment Environment 

 

The development environment used for this research is the local windows operating 

systems with GPU. Both the hardware and the software specification details are mentioned 

below. 

The datasets for this project are obtained from Kaggle and include patient health records with key 

attributes such as age, cholesterol levels, blood pressure, and This document provides the 

specifications of the software, packages, and configurations needed so that it can provide similar 

experimental environment hence similar results. 

more. 

2.1 Hardware Specification 

• Processor: Intel i5 3.60 GHz or equivalent 

• RAM: 8.0 GB (15.4 GB usable) 

• GPU – NIVIDA RTX 3050 

This above-mentioned Hardware Specs based Local System was used to create the 

environment, to re-run the setup it is not necessary to have the same specification to re-

create the environment. 

 

2.2  Software Specification 

2.2.1 Operating System: Windows 10/11 or Ubuntu 20.04+ 

2.2.2 Programming Language: Python version 3.11.5
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Figure 1: Python Version 

 
2.2.3 Integrated Development Environment (IDE): Jupyter Notebook 

6.5.4 or higher version. Google Colab. 

 

2.3 Python Libraries Required 

Figure 3 display the list of the essential Python Libraries required for the 

execution of the code. This mentioned python libraries can be installed using 

the pip command. 

 

• Numpy 

• Pandas 

• Scikit-learn 

• Matplotlib 

• Seaborn 

• TensorFlow 

• Keras 

 

 

 
Figure 2: Libraries Imported 

 

 

3. Data Source 

 

The datasets for this project are obtained from Kaggle and include patient health records 

with key attributes such as age, cholesterol levels, blood pressure, and more. 

 

• Cardiovascular Disease Dataset: 

https://www.kaggle.com/datasets/sulianova/cardiovascular-disease-dataset 

 

4. Project Code Files 

 

• Data Cleaning and Preprocessing Notebook: 

https://www.kaggle.com/datasets/sulianova/cardiovascular-disease-dataset
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Includes handling missing values, encoding categorical features, and feature 

scaling. 

• Model Training Notebook: 

Implements and trains Logistic Regression, Random Forest, ANN, and CNN 

models. 

• Evaluation Notebook: 

Evaluates models using accuracy, precision, recall, and F1-score metrics. 

 

 

5. Data Preparation 

 

5.1 Extracting Data 

Load the dataset into Pandas DataFrame from a CSV file. 

 

 

 
Figure 3: Dataset Imported 

 

 

5.2 Data Preprocessing 

• Handling Missing Values: Replace missing values with mean or median. 

• Encoding Categorical Features: Convert categorical variables into numeric 

using label encoding. 

• Feature Scaling: Apply standardization for continuous features. 

 

 
Figure 3: Handling duplicate values 

 

5.3 Feature Engineering 

• Extract relevant features such as BMI, cholesterol ratio, and resting heart rate. 

• Derive new features using domain knowledge, e.g., heart risk factor. 

 

 

6. Exploratory Data Analysis (EDA) 

• Visualize correlations between features using heatmaps. 

• Analyze distribution patterns for key variables like age and cholesterol. 

• Detect and handle outliers using boxplots and the IQR method. 
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Figure 4: Removing Outliers and visualizations 

 

 

 

7. Model Building 

 

7.1 Splitting Data 

Split data into training (80%) and testing (20%) subsets. 

 

 
Figure 5: Splitting training and testing data 

 

 

 

7.2 Model Training 

• Train models including Logistic Regression, Random Forest, ANN, and CNN. 

• Fine-tune hyperparameters using GridSearchCV. 
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Figure 6: Model training code snippet 

 

 

7.3 Evaluation 

Evaluate models using metrics: 

• Accuracy, Precision, Recall, and F1-score 

 

 
Figure 7: Results for ML models 

 

 
Figure 8: Comparison plot for RNN and LSTM 
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Figure 9: DNN Results 

 

 

8. Hyperparameter Tuning 

• Perform hyperparameter optimization for Random Forest 

(e.g., n_estimators, max_depth). 

• Apply learning rate and epoch tuning for ANN and CNN. 

 

 
Figure 10: Hyper-parameter Tuning 

 

 


