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1 Introduction 
 
The presented configuration manual provides detailed instructions for configuring and 

deploying the research with title “Tailoring Customer Engagement: Advanced Segmentation 

for Growth in the Garden Business”. The system utilises advanced segmentation of Machine 

Learning and Data Analytics to provide valuable insights for companies and the agricultural 

enthusiasts. 

 
2 System Configuration 
 
Necessary hardware and software resources must be understood to guarantee efficient model 

processing and ensuring there is less time duration for the model execution. 

2.1    Hardware Requirements:  

The implementation is performed on a MacBook Air. The configuration of the device is as 

follows: 

• Processor: Apple M2 Chip with incredible CPU, GPU, and machine learning 

performance 

• CPU: 8-core CPU 

• GPU: 8-core GPU 

• Memory: Unified memory, 8 GB 

• Storage: 512 GB SSD 

• Operating System: macOS Ventura Version 13.0 

2.2 Software Requirements: 

Machine Learning and Data Mining algorithms are implemented using the below software as 
in Table 1 and Figure 1.   

Table 1:  Software Requirements 

Software Configuration Version 
R Language 4.3.1 
RStudio 2024.09.0+375  
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dplyr 1.1.3 
ggplot2 3.4.0 
caret 6.0-94 
factoextra 1.0.7  
cluster 2.1.4  
lubridate 1.9.3 
 

 
Figure 1: R Console and R studio. 

 

3 Project Implementation 
 
This section focuses on the subsections like pre-processing, visualization, RFM analysis 
which is done before the model implementation and evaluation. 

3.1 Data Pre-processing 

Using file.choose(), we can choose the path where our dataset required to do our 
segmentation and as per our research we are naming the selected CSV file as “mdg” as shown 
in Figure 2. Also as the date in our dataset was not in the exact format as required for R, 
as.Date() function is used to obtain an explicit format. 
 

 
Figure 2: Data acquisition and pre-processing. 

3.2 Data Visualization 

Once the data is analysed with basic explorations, visualisation is done as it assists in getting 
the valuable insights through graphs where we can obtain extensive information which was 
missed earlier. Nine visualisations were done to get the trend analysis, demographic insights 
as shown in Figure 3 and Figure 4. Under the Figure 4, boxplot is used to showcase the 
outliers. 
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Figure 3: Trend and demographic analysis 1. 

 
 

 
 Figure 4: Trend and demographic analysis 2. 

3.3 Variables conversion and duplicates removal 

Most of the algorithms does not work well on the categorical variables, hence they are 
converted into factorials or numerical for better implementation and maintaining consistency 
as shown in Figure 5. 
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Figure 5: Categorical variables conversion. 

 
In the complete dataset, we try to identify the missing values and luckily there was no 
missing values found. But eight duplicate rows were removed from the dataset as shown in 
Figure 6. 
 

 
Figure 6: Duplicates removal. 

3.4 Outlier detection and removal 

Boxplot graphs helps to identify the outliers present in the dataset during the visualisation 
step. We have also utilised techniques like Z-score and IQR-based thresholds to identify and 
eliminate outliers as shown in Figure 7. 
 

 
Figure 7: Outlier detection and removal. 
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3.5 Feature Normalisation 

Min-Max scaling is used in our research to rescale the features of our dataset to range 
between [0,1] or [-1,1], making sure that all the features will contribute equally to the model 
implementation as in Figure 8. 
 

 
Figure 8: Feature normalisation. 

3.6 RFM analysis  

In this RFM analysis phase, customers are evaluated based on three metrics like Recency, 
Frequency, and Monetary. Each customer is assigned scores for the three metrics and then 
overall sum is computed as RFM scores. Based on their RFM scores, customers are 
segmented into categories such as Best Customers, Loyal Customers, Potential Customers, 
and At-Risk Customers to understand their value and to target them strategically as 
mentioned in Figure 9. 
 

 
Figure 9: RFM score on the three metrics. 



 

6 
 

 

Also, visualisations are done to view the RFM metrics and their scores to understand the 
distribution as shown in Figure 10. 
 

Figure 10: RFM metrics visualisation. 
 

3.7 Dimensionality Reduction  

Principle Component Analysis is done to reduce the dimensionality and to retain the principle 
components which contribute maximum of the variance in this dataset as shown in Figure 11. 
 

 
Figure 11: PCA. 

 

4 Model Application 
 
After all the initial pre-processing and RFM analysis which is required to implement the 
algorithms to segments the customers are done through all the above steps. In this section we 
proceed to implement the actual algorithms necessary for research. Silhouette score method is 
a measure of the quality of a cluster used to find the mean silhouette co-efficient for different 
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number of clusters. The highest silhouette score indicates the optimal number of clusters as 
highlighted by (Shahapure et al.; 2020). 

4.1 Determining optimal number of clusters before algorithm implementation 

Before implementing the clustering algorithms, we need to identify the ideal number of 
clusters. In this research we have used Elbow method and Silhouette analysis. Once the value 
of k is identified, the same value will be utilised across all the algorithms to maintain 
uniformity and not to bias on the results as shown in Figure 12. 

 

Figure 12: Determine optimal number of clusters. 

4.2 Clustering algorithms 

We have made use of algorithms like K-means, DBSCAN, Hierarchical Clustering, and 
GMM integrated with RFM analysis to segment the customers related to the garden business 
and are described in below sections. All the libraries required to implement these algorithms 
are loaded. 

4.2.1   K-means clustering 

This code performs K-means clustering on the data using a range of k values (2,3,4,6,7) to 
identify the most suitable k based on the highest average Silhouette score, which evaluates 
the quality of clustering. For each of the k values, clustering results and its scores are 
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calculated and stored in a data frame. Visualization is also done to check how the clusters are 
separated with the different values of k as shown in Figure 13. 
 

 
Figure 13: K-means clustering. 

 

4.2.1.1   Using Davies-Bouldin function  

Davies-Bouldin Index (DBI) is used to evaluate the cluster quality with different values of k. 
This function helps to measure the compactness and separation of clusters, where a lower 
DBI indicates better-defined clusters. For each value of k, K-means clustering is done and the 
DBI values are calculated as shown in Figure 14. Also, WSS is recorded to check the quality 
of the cluster in further. The summary of all the results including WSS, k values and DBI 
values is done. The ideal number of clusters is selected as the k=6 which has the lowest DBI 
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value to run the K-means clustering. Finally, the results are visualised to determine the 
points. 
 

 
 

Figure 14: DBI calculation. 

4.2.1.2   Evaluating the cluster quality   

As highlighted in Figure 15, this piece of code calculates the quality of the clusters with k=6 
which is obtained from final K-means clustering.  Firstly, Silhouette score is calculated for 
each of the clusters, which explains how the data points are fitting in comparison with each 
other. The average Silhouette score is calculated, with higher values indicating better cluster 
cohesion and separation. Next the plot is used to visualise the quality of the clustering. In 
addition, WSS is calculated to measure the compactness. These metrics overall give a 
detailed explanation on the quality of the clusters validating the value of k chosen as 6. 
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Figure 15: Evaluating cluster quality. 

4.2.1.3   Rerun K-means with k=4   

Although k value is identified as 6, and cluster quality also is checked, K-means clustering is 
rerun by taking values as 4 and 5. It proceeds to recalculate the evaluation metrics with k=4 
like Silhouette score which helps to measure the cohesion of clusters as shown in Figure 16 
and, how they are separated and their DBI values to identify the compactness by calculating 
the WSS. Finally, the score and the graph are plotted with value of k=4 to further analyse the 
quality and providing insights for companies. 
 

 
Figure 16: Rerun K-means with k=4. 

4.2.1.4   Rerun K-means with k=5   

Again, k value is taken as 5 and the process is repeated to calculate the Silhouette score, print 
the WSS and the plot the scores within the clusters as showcased in Figure 17. 
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Figure 17: Rerun K-means with k=5. 

4.2.1.5   Profiling the clusters 

Figure 18 illustrates the code to profile the clusters once the clustering process is completed. 
Calculation of RFM metrics is done firstly for each of the customers if and only if they are 
not done in the initial stages. These metrics will be joined with the clustered dataset and 
mean, median values are calculated with key attributes like average age, sales value, quantity 
sold, price, and RFM metrics, as well as the total number of customers in each cluster. Lastly 
the summary is calculated inside the cluster profile which aims to highlight the characteristics 
of each cluster. This step can help to tailor the marketing strategies. 
 

 
Figure 18: Profiling the clusters. 
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4.2.1.6   Visualisation of clusters  

This code visualises the cluster profile for better interpretation by creating bar charts to 
identify the key metrics across the clusters. Four bar chars are used to visualise the average 
total sales by cluster, average age by cluster, average frequency by cluster and average 
monetary value by cluster as shown in Figure 19. 

 

 
Figure 19: Visualising the clusters. 

4.2.1   Hierarchical clustering  

Hierarchical clustering method is chosen as one among the advanced clustering method to 
compliment K-means and provide deeper insights. A dissimilarity matrix is evaluated using 
the Euclidean distance, which forms the foundation for this clustering. Then Wards method is 
used to perform hierarchical clustering and k value is taken as 6 to maintain uniformity. The 
complete clustering is visualized using dendrogram with red rectangle separating the 6 
clusters as shown in Figure 20. This whole approach is done on the PCA transformed data 
and this increases the robustness of the analysis. 
 

 
Figure 20: Hierarchical clustering. 
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4.2.1   DBSCAN clustering  

DBSCAN is a density-based clustering algorithm which identifies the clusters based on the 
density of data points. The parameters eps and minPts are chosen based on the dataset 
distribution. They identify the core points, border points and their noises making highly 
effective for the datasets who have outliers and variety of cluster shapes. The clustering result 
is visualized using a scatter plot, with points grouped by clusters, and noise points left 
isolated. Finally, the cluster labels assigned by DBSCAN are added to the PCA transformed 
data for further analysis as shown in Figure 21. 
 

 
Figure 21: DBSCAN clustering. 

 

4.2.1   GMM clustering  

As shown in Figure 22, GMM clustering is implemented using the Mclust package to fit the 6 
components and this method is a probabilistic soft clustering approach. The results are 
visualized with fviz_mclust to display the classification, and the generated cluster labels are 
added to the dataset for further analysis. 
 

 
Figure 22: GMM clustering. 

 

5 Model Evaluation 
 
Taking the base as Silhouette score, the quality all the four clustering algorithm is calculated. 
Each score provides insight into the effectiveness of the respective algorithm in segmenting 
the data as shown in Figure 23. 
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Figure 23: Model evaluation. 

5.1 Visualisation of the SIL scores with red dashed line 

Once the Silhouette score is calculated for all the four algorithms, they are visualised so that a 
comparison is made as shown in Figure 24. Each plot will show how well the clusters are 
separated for the respective method and thus helping which algorithm performs best in 
defining distinct and meaningful clusters. 
 

 
Figure 24: Visualization of the SIL scores with red dashed line. 
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5.2 Plotting the SIL scores 

The Silhouette scores calculated in Figure 23 is plotted as shown in the Figure 25 so that we 
finally conclude which algorithm performed well to segment the customers related to garden 
business. 
 

 

Figure 25: Plotting the SIL scores. 
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