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Abstract 

Cryptocurrency prices highly fluctuating and accurate price prediction of cryptocurrency is 

difficult but important task for the investor or trader. The conventional machine learning 

models are not well equipped to capture the sequential and temporal relationships which are 

present in cryptocurrency time-series data. This work aims at analyzing the of using 

transformer-based models that are good at modeling long-term dependencies and intricate 

structures for predicting cryptocurrency prices. The emphasis is on the method which helps to 

forecast the Bitcoin prices based on the historical prices and other characteristics of the 

market. The forecasting performance of the transformer model is compared with other 

baseline models such as SVM, Gradient Boosting (GBM), Random Forest (RF), RNN and 

LSTM. Performance metrics such as MSE, MAE, RMSE, and R² are applied to compare the 

accurate predictions of the model. The transformer model outperformed all other models with 

an MSE of 123709.59, MAE of 295.12, RMSE of 351.72 and R² of 0.9801. In comparison, 

traditional models such as SVM, Random Forest, Gradient Boosting and deep learning 

models like RNN and LSTM are unable to recognize the long-term dependencies and patterns 

in the change in the price of cryptocurrencies. These results demonstrate that the transformer 

model outperforms other models in the forecast of highly unpredictable cryptocurrency prices 

and positions them as a potentially viable solution for enhancing the accuracy of financial 

predictions. It also highlights directions for future research, such as the including of the other 

features in the market, real-time prediction models, and more comprehensible models, to aid 

both theoretical and applied research in cryptocurrency price prediction. 

 

1. Introduction 
1.1 Background and Context 

The cryptocurrency market has evolved into a volatile and active extra financial market 

which has attracted investors, traders and researchers. Cryptocurrencies are completely 

different from some more conventional types of assets and investments as they are 

unregulated, open for public usage, and greatly dependent on people’s moods, technologies, 

and global economic trends. These characteristics make it rather difficult yet imperative to 

predict the prices of cryptocurrencies for the market players. 

 

Cryptocurrency price prediction is a core element in prediction techniques of virtual currency 

and can be used in other areas of investing, managing risk, and designing automated trading 

tools. However, the variability of cryptocurrencies has proven to be unpredictable, indicative 
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by the sudden and unpredictable nature meaning that the use of traditional forecasting 

methods has been a challenge. Despite the use of RF, SVM and GBM which have been used 

widely for this purpose, they are inadequate in dealing with the sequential and temporal 

characteristics of time series data. Likewise, the usage of deep learning models including the 

LSTM networks and the RNNs models has its own drawbacks like it required high amount of 

memory to capture long sequence of features or data and Over fitting is another problem in 

highly fluctuating data sets. 

 

Over the past few years, transformer-based architectures have brought a revolution in the 

field of deep learning which are exceptional in learning. Transformers have proven 

themselves in modeling intricate relations within the sequential information, long-term 

dependency, and contextual inputs. These attributes make transformers a promising model for 

solving these challenges related to the cryptocurrency price prediction. The purpose of this 

study is to investigate how transformer-based models can be used to enhance the precision of 

cryptocurrencies’ price prediction to fill the gap created by conventional approaches. 

 

1.2 Motivation 

The markets of cryptocurrencies experience rather high variations in price per asset and bear 

highly volatile nature, thus making opportunities for large profits, and high risks for those 

involved. It is, therefore, essential to forecast the price, which is a core requirement for both 

the institutional and the retail investor. Nevertheless, conventional approaches to predictive 

modeling have not been very effective in addressing the nonlinearity, high dimensionality 

and temporal characteristics of cryptocurrency data. 

 

One of the major drawbacks of these models is in their inability to model long-term 

dependencies or to learn from changes in the market environment. For example, LSTMs and 

RNNs are quite effective, but they suffer from sequential operational constraints that make 

them slow to process large volumes of time-series data. In contrast, ML methods do not 

possess the capability to effectively utilize temporal and sequential aspects of price 

fluctuations. These challenges pose very important questions to deal with solutions that can 

be used in trying to understand the cryptocurrency markets. 

 

Transformers offer a rather attractive solution to deal with long range dependencies of time 

series data. Their self-attention mechanism allows them to attend to the whole sequence at 

once and thus detect both short-time variations and long-time trends. With this ability to 

model complex relationships within time series data, coupled with scalability and flexibility, 

transformers present themselves as a possible game changer when i comes to cryptocurrency 

price prediction. This research is inspired by the possibility of transformers to improve on the 

many weaknesses of existing models and offer more accurate and dependable forecasting 

instruments. 

 

1.3 Research Questions 

This research is guided to study by the following key main questions: 

 

1) How effectively can transformer-based model can able to achieve more efficient 

results than the traditional machine learning and deep learning models for 

forecasting cryptocurrency prices? 

 

2) To what extent will transformers be able to recognize both short and long-term 

dependencies in highly fluctuating cryptocurrency time-series data? 
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1.4 Research Objectives 

This research seeks to achieve the following objectives: 

 Implement a transformer-based model tailored specifically for cryptocurrency price 

prediction, leveraging historical price data. 

 Compare the performance of the transformer model with the traditional predictive 

models like LSTMs, RNNs, Random Forest and Gradient Boosting to know the 

efficiency of the transformer model. 

 Explore the effectiveness of self-attention mechanisms in identifying desirable patterns 

and trends for evaluating time series data of cryptocurrencies. 

 Comparing various performance metrics to demonstrate the effectiveness of transformer 

model over other models for cryptocurrency price predictions. 

 

This research will be useful in the field of financial forecasting considering that this study 

uses a transformer-based approach to cryptocurrency price prediction. The work is not only 

expected to contribute to the development of a theoretical framework of transformer 

architectures, but also provide real-world data for managing the intricacies of the 

cryptocurrency market. In the subsequent sections of this research study, theoretical 

background of transformer models, methodology of this research, experimental results, and 

implications of these results for the cryptocurrency and financial industries will be discussed. 

From this, the study aims to offer a sound and efficient solution to cryptocurrency price 

prediction and promote further development in one of the fastest-growing sectors of the 

contemporary financial industry of the modern era. 

 

2. Literature Review 
Cryptocurrency price prediction is one of the most important areas of study because these 

digital currencies are highly volatile and unpredictable. The application of machine learning 

(ML) and deep learning (DL) algorithms has been extensively studied to handle the issues of 

financial time-series data prediction. Despite the fact that ML techniques have shown high 

accuracy in identifying non-linear patterns in regular data, they have failed to model temporal 

dependencies, thereby increasing the use of DL techniques that are more suitable for 

sequential data and relationships in time-series forecasting. 

 

2.1 Machine Learning Approaches for Cryptocurrency Price Prediction 

Cryptocurrency price prediction has been done by using machine learning models like SVM 

and Random Forests. SVMs are well suited to model non-linear data and, therefore, can be 

used for trend analysis using historical data (Patel et al., 2015). Random Forests uses 

ensemble learning to enhance the performance of a model by combining the result of many 

decision trees hence making the model less sensitive to noisy data (Jang and Lee, 2017). The 

feature of Gradient Boosting Machines (GBM) is the ability to iteratively fine-tune the 

predictions with external data sets, for instance, market sentiment (MacNally et al., 2018). 

Likewise, Bayesian regression has been used to model uncertainty in the price estimates, 

which is crucial in the volatile market such as cryptocurrency (Shah and Zhang et al., 2014). 

K-Nearest Neighbors (KNN) has also been employed for short term forecasting and it was 

able to capture local trends. Despite these achievements, these ML models have a problem of 

failing to learn long term dependencies in sequential financial data which is a drawback 

especially in dynamic and volatile cryptocurrency markets (Aleessandretti et al., 2018). 

 

2.2 Deep Learning Models for Time-Series Forecasting 
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Traditional ML models have been extended by deep learning models to alleviate some of the 

problems such as long-term dependencies and sequential data. LSTMs, a sub-type of RNNs, 

have become a popular choice for financial forecasting and are the focus of this paper. 

LSTMs are able to overcome the vanishing gradient problem that is a severe issue with 

standard RNNs and thus suitable for predicting cryptocurrency prices from temporal data 

(Fischer et al., 2018). Another simpler structure named Gated Recurrent Units (GRU) also 

provides comparable performance with less number of parameters and hence is 

computationally less complex yet gives similar forecasting accuracy (Hamayel & Owda et 

al., 2021). 

 

RNNs are still one of the most used architectures for forecasting of time-series and new 

works have integrated other data sources like sentiment analysis to model the impact of the 

market (Pant et al., 201).  CNNs are initially implemented and developed for the image 

classification have been applied in time series forecasting by treating the time series data as 

two-dimensional images and hence able to capture short term patterns and relationships, 

especially when combined with technical indicators (Eapen et al., 2019). Autoencoders, 

another type of deep learning, are especially effective in unsupervised feature learning and 

feature learning with the help of which can reduce the dimensionality of the high-dimensional 

cryptocurrency data. These models are useful for finding hidden patterns that increase the 

accuracy of the predictions (Nakano et al., 2020). 

 

2.3 Hybrid and Attention-Based Models 

The modern deep learning has brought the concept of hybrid models which uses various 

types of architectures to achieve the best of all worlds. The combination of CNNs and RNNs 

has been applied to capture both the short term local characteristics and the long term 

temporal relations in time series data to enhance the accuracy of the forecast for the prices of 

cryptocurrencies (Tastekidi et al., 2017). Attention mechanisms that enable models to 

prioritize certain segments of the input data have been integrated into several architectures to 

improve performance. These mechanisms help the model to adapt the course of learning to 

essential dependencies, and relations in the data, increasing the ability of the model at the 

prediction of the complex behavior of the market (Vaswani et al., 2017; Kraaijeveld et al., 

2020). There are recent models which utilize the attention mechanism to address this problem 

by focusing on more informative time intervals of the data. 

 

2.4 The Rise of Transformer Models 

Although well-known deep learning architectures like LSTMs and CNNs have been 

effective, they can be restrictive due to their need for much training and large datasets. 

Transformers which were initially designed for natural language processing have recently 

been used in time-series forecasting due to their self-attention mechanism. While RNNs work 

with data sequentially, transformers are able to work with both global and local dependencies 

at the same time, making them a more efficient architecture for sequential data (Wu & Long 

et al., 2021). The major strength of transformers is that it allows computation to be 

parallelized which cuts down the time taken to train a model while at the same improving the 

results. Transformer models, which can incorporate prior knowledge from general corpora, 

are also more suitable for transfer learning, so there is no need for training on a large set of 

domain-specific data (Anh & Ha Xuan et al., 2024). 

 

Due to their capability of modeling the relationship between input and output without the 

constraints of sequential data, transformers will revolutionize time-series forecasting. New 

studies reveal that transformer models like the Autoformer, which extends the transformer 
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architecture with autocorrelation for long-term prediction, outperforms conventional methods 

in many time-series prediction applications. The capability to address both short and long 

temporal dependencies in the cryptocurrency markets makes the transformer model suitable 

to enhance the prediction of the market movement in a highly volatile environment. 

 

2.5 Comparison of the Existing Research 

The following table presents the main research works that have used the machine learning 

(ML) and deep learning (DL) approaches for the cryptocurrency price prediction. It presents 

a clear understanding of their approaches, the models they employed, the metrics they 

applied, the outcomes, the constraints and the potential for future work. 

 

Authors 
Methodolo

gy 
Model 

Used 
Metrics Limitations Future Work 

Patel et al. 

(2015) 

ML-based 

prediction 

of 

stock/index 

movement 

ANN, 

Support 

Vector 

Machines 

(SVM), 

Random 

Forest, 

Naive 

Bayes 

N/A 

Does not 

capture 

temporal 

dependencies

; limited to 

short-term 

prediction 

Explore time-

series models 

and integrate 

sentiment 

analysis for 

enhanced 

forecasting 

Jang & 

Lee (2017) 

Bayesian 

neural 

networks 

for Bitcoin 

price 

prediction 

Bayesian 

Neural 

Networks 

(BNN) 

MAPE: 

0.0138, 

RMSE: 

0.0039 

Limited 

dataset, 

focuses on 

Bitcoin only; 

struggles with 

data sparsity 

Use larger 

datasets and 

apply the 

model to 

other 

cryptocurrenc

ies 

McNally 

et al. 

(2018) 

Predicting 

Bitcoin 

price using 

ML 

techniques 

 (LSTM) 

Accuracy: 

52.78%, 

Precision: 

35.50% 

RMSE: 

6.87% 

Overfitting, 

does not 

model long-

term 

dependencies 

Combine with 

deep learning 

models to 

capture 

sequential 

patterns 

Alessandr

etti et al. 

(2018) 

ML-based 

price 

prediction 

using 

various 

algorithms 

XGBoost, 

(LSTM) 

Geometric 

mean 

optimizati

on: 10^9 

Inability to 

capture long-

term 

dependencies

; lacks 

temporal 

feature focus 

Explore deep 

learning for 

sequential 

dependencies 

and combine 

with market 

news data 

Fischer & 

Krauss 

(2018) 

Deep 

learning for 

market 

predictions 

(LSTM) 

RMSE: 

0.0159, 

Accuracy: 

54.3% for 

k=10 

Computation

ally 

expensive, 

requires large 

datasets 

Investigate 

hybrid 

models that 

combine 

LSTM with 

other 

architectures 
Hamayel Compariso GRU, GRU Limited Focus on 



6 
 

 

& Owda 

(2021) 
n of GRU, 

LSTM, and 

bi-LSTM 

for crypto 

price 

prediction 

LSTM, Bi-

LSTM 
performed 

(LTC) 

MAPE: 

0.2454 , 

RMSE: 

174.129 

ability to 

predict long-

term trends, 

model 

complexity is 

high 

integrating 

multi-modal 

data for 

enhanced 

predictions 

(e.g., 

sentiment, 

trading 

volume) 

Pant et al. 

(2018) 

Sentiment 

analysis 

combined 

with RNN 

Recurrent 

Neural 

Networks 

(RNN) 

Classificati

on 

Sentiment 

Accuracy: 

81.39% 

Prediction 

Price 

Accuracy: 

77.62% 

Limited to 

short-term 

forecasts, 

sentiment 

data might be 

noisy 

Improve 

sentiment 

analysis using 

NLP and 

apply to a 

wider range 

of 

cryptocurrenc

ies 

Eapen et 

al. (2019) 

Hybrid 

model for 

stock 

prediction 

CNN + Bi-

directional 

LSTM 

Mean Test: 

0.000281, 

Mean 

Train: 

0.0020437

8 

Focused 

mainly on 

stock market, 

may not 

generalize to 

cryptocurrenc

y 

Apply to 

cryptocurrenc

y price 

prediction 

and explore 

further hybrid 

architectures 

Nakano & 

Takahashi 

(2020) 

Using 

Autoencod

ers for 

crypto 

price 

prediction 

Autoencod

ers 
N/A 

Assumes that 

the 

underlying 

features are 

well-defined, 

difficult for 

volatile data 

Incorporate 

external 

features such 

as sentiment 

and 

macroeconom

ic factors for 

better 

predictions 

Tsantekidi

s et al. 

(2017) 

Deep 

learning for 

price 

change 

detection 

Deep 

Learning 

(LSTM), 

SVM, MLP 

Mean 

Precision: 

68.50%, 

Mean 

Recall: 

60.03% , 

Mean F1-

score: 

61.43% 

Limited focus 

on long-term 

prediction, 

mainly 

detects short-

term changes 

Extend to 

long-term 

forecasting 

and 

incorporate 

more diverse 

data sources 

(e.g., news, 

regulations) 

Vaswani 

et al. 

(2017) 

Introductio

n of 

Transforme

r for NLP 

Transforme

r (Self-

attention 

mechanism

) 

N/A 

Initial work 

focused on 

NLP, not 

applied to 

time-series 

forecasting 

Extend the 

transformer to 

other time-

series 

applications, 

including 

financial 
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markets 

Wu et al. 

(2021) 

Autoformer 

for time-

series 

forecasting 

Autoformer 

(Transform

er-based 

model) 

MSE: 

0.339 

Still 

computationa

lly expensive, 

requires large 

datasets 

Further 

improvements 

to capture 

complex 

seasonal and 

periodic 

patterns 

Anh & 

Son (2024) 

Deep 

learning for 

stock price 

forecasting 

BiLSTM 

MSE: 

68.4%, 

MAE: 

47.78% 

May require 

more domain-

specific fine-

tuning for 

cryptocurrenc

y data 

Focus on 

transfer 

learning for 

cryptocurrenc

y forecasting 

with less 

training data 

 
The previous works used conventional machine learning techniques like SVM, GBM etc. for 

the prediction of cryptocurrency prices, but the current studies are inclined towards the deep 

learning models like LSTMs, GRUs and attention models. Although ML models are useful 

for modelling non-linear relationships in the structured data, the DL architectures especially 

those that incorporate attention mechanisms are more suitable for modelling sequential and 

temporal characteristics of financial time-series data. While being highly successful, there are 

some problems that include the question of computational complexity and data requirements. 

The self-attention mechanisms and the parallel computation feature of transformer-based 

models are suitable solutions to these problems as they have the capability of boosting the 

prediction accuracy in cryptocurrency prices. 

 

 

3. Methodology: Enhancing Cryptocurrency Price Prediction Using 

Transformer-Based Models for Effective Time-Series Analysis 
The approach for this research work aims at enhancing the performance of cryptocurrency 

price prediction by employing transformer-based models in time-series analysis. This step by 

step process includes the data collection, preprocessing, feature engineering, model 

development, and evaluation of the machine learning and deep learning models. Every step is 

vital in the improvement of the accuracy of the prediction of the cryptocurrency price 

movements especially in the volatile market of Bitcoin. 

 

3.1 Data Collection and Preprocessing 

The data for this study was obtained from Kaggle and it is a historical Bitcoin price data set. 

The dataset can be accessed via the following link: Kaggle Bitcoin Historical Data. The data 

set used for this work contains some important features that are crucial for the modeling of 

the Bitcoin price dynamics. 

 

Table 1: Description of Dataset 

Column Description 
Data 

Type 

Timestamp 
A numerical representation of the date and time when the data 

point was recorded (Unix format). 
int64 

https://www.kaggle.com/datasets/swaptr/bitcoin-historical-data
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Date 
The date of the data entry in a human-readable format (likely 

"YYYY-MM-DD"). 
object 

Symbol 
The ticker symbol of the asset being traded (e.g., cryptocurrency 

or financial asset). 
object 

Open 
The opening price of the cryptocurrency at the beginning of the 

given period of time. 
float64 

High The highest price reached during the given period of time. float64 

Low 
The lowest price reached by the asset of cryptocurrency during the 

given period of time. 
float64 

Close 
The closing price of the asset cryptocurrency at the end of the 

given period of time. 
float64 

Volume 

BTC 

The total amount of the asset of cryptocurrency are traded, 

measured in Bitcoin (BTC) during the given period of time. 
float64 

Volume 

USD 

The total value of the asset traded, measured in US Dollars (USD) 

during the given time period. 
float64 

 

The dependent variable used for the cryptocurrency price prediction is the "Close" price of 

the cryptocurrency. This value is the main target for the forecasting and predicting future 

prices in time-series modeling for the cryptocurrency. 

 

Daily price data is present in this dataset and the data is in the time series format enabling one 

to do model forecasting. The initial task of data preprocessing step is to convert the 

timestamp to proper readable format and then sort the data by timestamps. Doing so 

preserves the sequentially of the data in time, which is important in time-series data sets. Data 

imputation is done using forward filling technique where any missing values are replaced by 

the closest non-missing value in that data field. As this guarantees continuation without 

chances of a break in the time series data. 

 

Feature engineering help to understand the data effectively. These are the price rate of change 

(e.g. 5-day and 30-day moving averages), which is the difference in percentage within the 

prior period, and the Relative Strength Index (RSI). These features are particularly useful for 

identifying the short-term fluctuations in the prices as well as the moods on the market which 

are very important in the given highly volatile field of cryptocurrencies. 

 

 

Figure 1: Splitting of Dataset into Training and Testing Sets 
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Normalization is another important preprocessing technique where feature scaling uses the 

Min-Max technique to make all features to be on the same scale say a range within [0, 1]. 

This is important because models like neural networks are carefully dependent on the scale of 

the input data. Lastly, the data is split between the training and testing with 80:20 ratio for the 

training of the model and testing of the model respectively. Further, time-series data is rebuilt 

and transformed into sequences, and each sequence involves the fixed number of the previous 

time-steps in order to predict the next value of the price. This approach enables the model to 

learn temporality in the data. 

 

3.2 Exploratory Data Analysis (EDA) 

Exploratory data analysis (EDA) is performed before the building and training of the models 

in order to get an insight of the data. Extensions of data analysis involve the visualization of 

the time series data and volatility as well as the investigations of multi-feature dependence. 

 

 

Figure 2: Price Movements (Close Price) Over Time 

 

The first one is to plot the closing price of Bitcoin over time so as to identify general macro 

trends and sudden spiking. Other data that are also plotted include moving averages in the 

short and long run. Five-day moving average gives short term picture about its activity while 

30 days moving average gives picture about longer running activity in market. The above 

moving averages help you know the up or downward trends in the market to see any bullish 

or bear signals. 
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Figure 3: Demonstration of Bitcoin Prices and Moving Averages (MA 5 and MA 30) 

 

 

 5-Day Moving Average (MA_5): This is a simple rolling average calculated over the 

past 5 days. Each value in this column represents the average of the "Close" price for the 

previous 5 days. 

 30-Day Moving Average (MA_30): Similarly, this is a rolling average calculated over 

the past 30 days. 

 

Further plots used to analyze return and volatility include additional plots that estimate the 

size of clear price oscillations and their frequency. The concept of volatility is especially 

pertinent in Cryptocurrency markets, mainly since the highly unpredictable price movements 

are common in such markets. For additional understanding of the connections between the 

features, a correlation heatmap is created. This heatmap show dependency between the 

features: Open, High, Low, Close prices and volume figures. High correlation coefficients for 

these measures with the closing price enables the identification of important features to be 

used in training from among the available features. 
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Figure 4: Bitcoin Price Returns Over the Time Period 

 

3.3 Feature Selection and Correlation Analysis 

A very important step when building models is understanding the features of dataset and their 

correlation. To do this, a correlation analysis examines if one or more independent variables 

is related to the dependent variable which in this study is the closing price. This method 

understands the features that have a strong relationship with the target variable. This step 

usually increases the model performance by reducing the variables that impact price 

prediction to the most. For our time series problem, only closing price is being used like 

various other approaches in making predictions but understanding the data will give better 

understanding about the cryptocurrency data. For example, the closing price from the 

previous days, the open price and the trading volume are features that have close to perfect 

correlation with the future closing prices. But there may be a loose correlation between the 

asset’s high and low price in a day, and future price movements but it may still be useful in 

capturing volatility. 

 

 

3.4 Model Development 

After data preprocessing, different models of machine learning and deep learning are then 

implemented to forecast the Bitcoin’s price. Algorithms of traditional machine learning 

models, including the Support Vector Machine (SVM), the Random Forest Regressor and the 

Gradient Boosting Regressor are implemented as the baseline models with hyperparameters. 

Choosing these models as they are commonly used for regression tasks and make a helpful 

starting point from which to compare more advanced models. 

 

Nonlinear relationships between the attribute features variable and the target variable are 

initialized using the Support Vector Machines (SVM). One of the uses of SVMs is that it 

finds the best hyperplane to have data points separated in the feature space. Random Forest 

Regressor is method of ensemble learning that takes multiple decision trees and then averages 

their outputs to increase accuracy to avoid the overfitting. Like the Gradient Boosting 

Regressor, which learns to correct the mistakes of the previous decision tree, and builds trees 

sequentially, it is also a good tool for the forecasting of time-series data. 

 

 

Figure 5: Basic architecture of RNN and LSTM models 
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For sequential handling of cryptocurrency price movement RNN and the Long Short Term 

Memory networks models are also implemented. RNNs handle sequential data in that they 

process each input at a time and maintain hidden states that carry on temporal dependency 

between all the inputs. But RNNs suffer from the dependencies of long term due to the 

vanishing the problem of gradient. RNNs naturally suffer from this problem due to their 

sequential nature, and this is fixed by LSTMs, an advanced version of RNNs, in which gates 

are used to handle the weights information so that they can recognize and identify the long-

range dependencies better. 

 

In this research, the transformer-based models are focused, which have lately been used in 

time series forecasting because of their self-attention mechanism. The transformer model 

designed with encoder decoder architecture can capture the complex relations in data. The 

self-attention mechanism enables the model to give more importance to sometime steps from 

the sequence relative to others and is extremely good at detecting both the short term 

fluctuations and long term trends. Training transformer model using Adam optimizer and 

evaluate it with standard metric like (MSE), (MAE) and other R² score. 

 
3.5 Model Evaluation and Comparison 

After the model training then the machine learning and deep learning models were evaluated 

using the several performance metrics like MSE, MAE, RMSE, and R² to measure the 

prediction errors or score and fit. The Transformer model was specifically demonstrated as 

would be the one of most effective, outperforming the traditional machine learning models 

like SVM, Random Forest, and Gradient Boosting and the deep learning models. While the 

batching was used for models like RNN and LSTM was the 128 and 64 for the transformer 

model. This would optimize the memory usage and speed up the training process. MSE and 

RMSE help us understand the variance of the model's prediction and MAE gives us a more 

interpretable average error. R² score the measure of how much proportion of variance in the 

target variable model explains. Actual vs. predicted price plots are used to make visual 

comparisons and provide an intuitive feel for how well each model follows the real price 

fluctuations. Further, the convergence of each model during training is observed by plotting 

loss curves. These plots reveal these issues such as overfitting, underfitting and give us a 

sense of model’s generalization ability. 
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Figure 6: Basic architecture of Transformer model (Vaswani et al., 2017) 

 
3.6 Results and Analysis 

The model evaluation results are analyzed to understand models on best predictions for 

cryptocurrency prices. As the transformer-based model outperformed the traditional Machine 

Learning algorithms such as SVM and Random Forest, particularly in terms of recognizing 

the long-term dependencies and handling high volatility in the data. LSTM networks 

outperformed traditional machine learning models but still be unable to capture long range 

dependencies as much as the Transformer model. These performance differences will be 

discussed in detail in the research, and the strengths capability and limitations of each 

machine learning model are demonstrated comprehensively. 

 

The practical implications of using the transformer models for cryptocurrency price 

prediction will also be analyzed. These insights into the model's capability to predict sudden 

price changes, market trends and volatility. Moreover, the issues of applying deep learning 

models in the cryptocurrency market, which is highly volatile and very unpredictable, for 

example, data noise, overfitting and high computational complexity will be addressed. 

 

Finally, this methodology provides a solid framework for improving cryptocurrency price 

prediction using transformer-based models. Transformers using advanced self-attention 

mechanisms are expected to provide a large leap from traditional machine learning 

algorithms and deep learning models like RNNs and LSTMs. The goal of the research is to 

show how transformer models can capture these complex, long term dependencies in 

cryptocurrency time series data and make more accurate and reliable price predictions. These 

findings have important implications for investors, traders and financial institutions, helping 

them make better decisions in a volatile and fast-moving market. 
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Figure 7: Transformer Model Loss Over Epochs of Iterations 

 
4. Model Evaluation, Results, and Discussion 
This section presents and analyzes the performance and metrics results of the various 

machine learning & deep learning models used for cryptocurrency price prediction. 

Traditional machine learning algorithms are evaluated, such as Support Vector Machine 

(SVM), Random Forest, and Gradient Boosting, along with deep learning models including 

the Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), and the 

proposed Transformer model. (MSE), (MAE), (RMSE) and the R² score are the evaluation 

metrics used for the evaluation of model performance. The table below summarizes the 

results: 

 

Table 2: Performance Metrics Results of Models 

Model MSE MAE RMSE R² 

Support Vector Machine 2,221,814.40 1,389.48 1,490.57 0.6437 
Random Forest 2,610,943.70 1,424.14 1,615.84 0.5813 
Gradient Boosting 2,577,986.48 1,549.66 1,605.61 0.5866 
Recurrent Neural Network (RNN) 1,238,452.11 1,045.55 1,112.50 0.8015 
Long Short-Term Memory (LSTM) 1,020,237.56 957.30 1,010.07 0.8364 
Proposed Transformer Model 123,709.59 295.12 351.73 0.9801 
 
4.1 Model Comparison and Performance Analysis 

From the results Table 2, Here it clearly shows that the transformer-based model 

outperformed all other models across all metrics of evaluation such as MSE, MAE, RMSE 

and R² score. The best results, with the lowest MSE (123,709.59), the lowest MAE (295.12), 

and the lowest RMSE (351.73), are achieved by the transformer model which predicts 

Bitcoin price movements most accurately. 
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Figure 8: Comparison of MSE & MAE Metrics of Models 

 

4.1.1 Support Vector Machine (SVM) 

The Support Vector Machine (SVM) performed with the MSE of 2,221,814.40 and MAE of 

1,389.48. From the R², that is 0.6437, showing that the SVM model only explains a small 

fraction of the variance in the data, thus not performed well for forecasts of Bitcoin prices. 

The reason for this result is that the SVM is limited in its capability to recognize the complex 

and nonlinear temporal dependencies in cryptocurrency price movements. 

 

4.1.2 Random Forest and Gradient Boosting 

Random Forest and Gradient Boosting models were not better than SVM but it was not as 

good as the deep learning models. Gradient Boosting performed similarly with an MSE of 

2,577,986.48, MAE of 1,549.66, and R² score of 0.5866, and Random Forest showed a 

moderate performance with an MSE of 2,610,943.70, an MAE of 1,424.14, and an R² score 

of 0.5813. While both models were slightly not performing better than SVM, their inability to 

recognize the long term temporal dependencies and complex relationship of non-linearity in 

the data were likely the reasons for their limited performance. For both models, the R² scores 

indicate that they explain about 58% of the variance in the target variable, an increase from 

SVM, but this is still not satisfactory for the job at hand for R² scores for 0.6437. 

 

4.1.3 Recurrent Neural Networks (RNN) and LSTM 

From results in Table 2, it can be observed that significant improvements for RNNs and 

LSTMs over the traditional machine learning models in capturing sequential dependencies in 

time series data. The RNN model returned an MSE of 1,238,452.11 MAE of 1,045.55 and R² 

score of 0.8015 meaning that the model explains 80% of the variance in the Bitcoin price 

movements. While RNNs are intended for sequential data, they still have trouble with long 

term dependencies, which is where LSTM model works better. 

 

The RNN model was then replaced by a LSTM model that outperformed this model with 

MSE of 1,020,237.56, MAE of 957.30, and R² of 0.8364, meaning that the LSTM model 

predicts around 84% of the variance in the data. Being LSTM's have gating mechanisms that 

reduces their risk on the vanishing gradient problem that regular RNN's have and are better 

fit for long term dependencies. Although both RNN and LSTM have done better than the 

conventional models, they still face challenges of capturing complex patterns and long-term 

dependencies, but transformer models excel at it. 
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4.1.4 Transformer-Based Model 

Among the all the models, transformer-based model achieved the best performance with the 

largest reduction in both MSE of 123,709.59 and MAE of 295.12, and also the best RMSE of 

351.73. It has an R² score of 0.9801 means that the transformer model explains 98% of the 

variance in the target variable, and hence predicts the underlying patterns in cryptocurrency 

price movements. 

 

 

Figure 9: Actual Prices & Predicted Prices through Transformer Model 

 

Transformer models’ key advantage is in its self-attention which can perform on relevant 

parts of input sequence and also capture long range dependencies of data. In the 

cryptocurrency market, price movements are a result of both fluctuations of short term and 

trends of long term are so particularly important. The use of attention mechanisms makes 

transformers better tuned for managing volatile and complex time series of cryptocurrency, 

which is the case for this task. 

 

4.2 Discussion of Results 

The reason behind the superiority of the transformer model is that it can capture the 

complexity and volatilities in cryptocurrency markets. SVM, Random Forest, and Gradient 

Boosting, traditional models, fail to incorporate temporal dependencies and long-range 

patterns necessary for accurate price prediction even after applying the hyperparameter 

tunning to boost the model performance. For one thing, RNNs and LSTMs, which are better 

for sequential inputs, have issues when faced with long term dependencies, which make them 

relatively inefficient at predicting Cryptocurrency prices. 
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Figure 10: Comparison of RMSE & R2 Score Metrics for Models 

 

With its self-attention mechanism, the transformer model is able to learn both dependencies 

of the short term and long term in the dataset of time series. It can then adapt to the fast price 

changes and the market dynamics inherent to crypto currencies in order to make more precise 

predictions. Moreover, transformers are very parallelizable, making it easy to scale up on a 

large volume of data, a crucial aspect of working with many times the amount of data 

involved in financial data you may find in cryptocurrency trading. 

 

The transformer model exhibits great improvement in prediction accuracy at the cost of high 

demand for computational resources required during training, especially for large datasets. 

Being transformer architecture, they are more computationally expensive and time 

consuming to train as compared to simpler models like Random Forest or SVM. Despite the 

additional computational cost, this improved performance is well justified in high stakes 

environments such as cryptocurrency trading, where making accurate predictions can result 

in significant monetary gains. 

 

4.3 Hyper-Parameter Tuning 

 

In the experiments, hyperparameter are tuned to optimize the performance of various models, 

including traditional machine learning and transformer-based approaches. For Support Vector 

Machines (SVM), tuning was performed on the regularization parameter (C) and kernel type. 

Hyperparameters of Random Forest models were tuned using the number of decision trees 

(n_estimators) and the depth of the trees (max_depth). In the same way, Gradient Boosting 

models were adjusted by changing the number of boosting stages (n_estimators) and the 

maximum depth of individual trees (max_depth). In the case of the transformer-based model, 

hyperparameters involved experimenting with learning rates, and it was determined that 

0.0001 is the best value. The transformer model was used with early stopping to prevent 

overfitting and to maximize generalization by training until the validation loss failed to 

improve. 
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5. Conclusion & Future Work 
 

5.1 Conclusion  

This research study explores using the transformer-based model to predict bitcoin 

cryptocurrency prices and compared to conventional machine learning models (SVM, 

Gradient Boosting, RF) and deep learning models (RNN, LSTM). The results demonstrated 

that the transformer model significantly outperformed all other models across key metrics: 

MSE of 123,709.599, MAE of 295.12, RMSE of 351.73, R² of 0.9801. These results 

demonstrate the transformer model’s capacity to represent the fluctuations in short term and 

long-term trends of highly volatile cryptocurrency markets. 

 

On the other hand, SVM not performed well with an MAE of 2,221,814.40 and R² of 0.6437. 

Random Forest and Gradient Boosting both not performed better than the Support Vector 

Machine, as had high error rates with MSE values around 2.6 million, while RNN and LSTM 

models also showed improvements, giving R² scores of 0.8015 and 0.8364, respectively. 

However, both deep learning models did not perform as well as the transformer. 

 

In general, the transformer model was the most accurate and efficient for cryptocurrency 

price prediction, providing an efficient solution to the issue of predicting volatile financial 

markets. 

 

5.2 Future Work 

Future work can be directed towards refining the hybrid models by merging the benefits of 

transformer with other more developed approaches like reinforcement learning, so as to 

increase predication assets and generate well defined trading strategies. Further, the model's 

performance could be gauged over a broader set of cryptocurrencies and market 

circumstances, enabling more complete appraisals of its ability to be robust and scalable. 

Finally, transformer models hold a future in cryptocurrency price prediction, and advances in 

these areas will assist in refining and deploying them in real world financial forecasting. 
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