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1 Introduction

The main objective of this project is to forecast Customer Lifetime Value (CLV) using both
machine learning and deep learning models, including Decision Tree Regression, Random
Forest Regression, Gradient Boosting Regression, GRU-LSTM and Bidirectional LSTM with
Attention Mechanism. Finally, Bidirectional LSTM with the Attention Mechanism was seen
to be most accurate than other models making it a strong tool in customer retention
techniques.

This configuration manual guides through the different requirements and steps to be followed
to successfully replicate and study the implementation of this project.

2  System Requirements

2.1 Hardware Specification

Operating System Windows 11 Home Single Language

Processor Processor 12th Gen Intel(R) Core(TM)
i7-12700H, 2300 Mhz, 14 Core(s), 20
Logical Processor(s)

RAM 16.0 GB

System Type 64-bit operating system, x64-based processor

2.2 Software Specification

Programming Language Python

Tools Jupyter Notebook, Visual Studio Code




3 Software Installation

Link to download Jupyter Notebook: https://jupyter.org/install

Link to download Visual Studio Code: https://code.visualstudio.com/

4 Configuration Settings

Python Version — 3.11.5

4.1 Imported Libraries

Figure 1 shows the list of libraries imported to run the implementation of this project.

In [1]: import sklearn
import numpy as np
import pandas as pd
import seaborn as sns
import plotly.express as px
from sklearn import metrics
from keras.layers import GRU
from keras.models import Model
import matplotlib.pyplot as plt
from tensorflow.keras import backend as K
from sklearn.tree import DecisionTreeRegressor
from tensorflow.keras.models import Sequential
from sklearn.model selection import train_test split
from sklearn.preprocessing import MinMaxScaler, LabelEncoder
from sklearn.ensemble import RandomForestRegressor, GradientBoostingRegressor, ExtraTreesRegressor
from keras.layers import Input, Dense, LSTM, Dropout, Bidirectional, Multiply, Flatten, Permute, Repeatvector, Lambda

In [2]: #disabling warnings
import warnings
warnings.filterwarnings('ignore")

Figure 1: Imported Libraries.

Python libraries and their versions can be seen in the following table.

scikit-learn 15.1
NumPy 1.26.4
Pandas 2.0.3
Seaborn 0.12.2
Plotly 5.9.0
Keras 3.4.1
Matplotlib 3.7.2
TensorFlow 2.17.0



https://jupyter.org/install
https://code.visualstudio.com/
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Files Running Clusters

Select items to perform actions on them. Upload | New~ &
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0O [ FlaskGui 16 days ago
w] Code.ipynb Running 3 hours ago 17.9MB
0O [ vilstmatt json 3 hours ago 8.68 kB
oD bilstmatt_model.weights.h5 3 hours ago 462 kB
0O [ cLvpataset csv 2 months ago 1.57 MB
0O [ minmaxscaler pkl 3 hours ago 633B

Figure 2: Code Folder.

As seen in Figure 2, the code folder has the dataset, ‘CLVDataset’, taken from Kaggle and
the implementation .ipynb file, ‘Code’. The ‘FlaskGui’ folder has the application .py
notebook which is the web application to predict CLV. The best performing model, BiLSTM
with Attention Mechanism was stored as a JSON file, ‘bilstmatt.json’ and its weights were
saved as an HDF5 file, ‘bilstmatt model.weights.h5’ for easy loading and use in a
production environment.

5 Data Preparation

The dataset, ‘IBM Watson Marketing Customer Value Data’ was taken from Kaggle and the
link to that dataset is: https://www.kaggle.com/datasets/pankajjsh06/ibm-watson-marketing-
customer-value-data/data

Figures 3 to 9 demonstrate different steps in data preparation.

Loading Data
In [3]: data=pd.read_csv('CLVDataset.csv")
In [4]: data.head() #first 5 rows of the dataset
out[4]:
Customer Effective M';?r::: Number of Number
Customer State Lifetime Resp Ci g ' o Dat EmploymentStatus Gender Income ... Poli Open of
Value © Uate clcy Complaints Policies
Inception
0 BU79786 Washington 2763.519279 No Basic Bachelor 22411 Employed F 56274 .. 5 0 1 Co
1 QZ44356 Arizona  6979.535903 No  Extended Bachelor 1311 Unemployed F 0 . 42 0 8 P
2 Al49188 Nevada 12887.431650 No  Premium Bachelor ~ 2/19/11 Employed F 48767 38 0 2 H
3 WWe3253 California 7645861827 No Basic Bachelor 1/20/11 Unemployed M 0 . 65 0 7 Co
4 HB64268 Washington 2813.692575 No Basic  Bachelor 2311 Employed M 43836 .. 44 0 1 P

5 rows x 24 columns

Figure 3: Loading Dataset.
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In [16]: 1 data=data.drop([ 'Customer’, 'Effective To Date'], axis=1) #removing umnecessary colums

Figure 4: Removing Unwanted Columns.

In[B3]: 1 data=data[data[ Customer Lifetine Value') ¢ 15000] #removing outliers

Figure 5: Removing Outliers.

In [15]: 1 #rounding the values
2 data['Customer Lifetime Value']=data[‘Customer Lifetime Value'].round(2)
3 data[ 'Total Claim Amount']=data['Total Claim Amount'].round(2)

Figure 6: Rounding Decimal Values in the Dataset.

In [31]: | 1 categorical list=categorical data.columns.tolist() #converting categorical columns in the data to a list

In [32]: 1 print(categorical list)

['state’, 'Response', 'Coverage', 'Education’, 'EmploymentStatus', 'Gender', 'Location Code', 'Marital Status', 'Policy Type',
‘Policy", 'Renew Offer Type', 'Sales Channel', 'Vehicle Class', 'Vehicle Size']

In [33]: 1 le=LabelEncoder()
2 data[categorical list]=data[categorical list].apply(le.fit transform) #converting categorical values to numeric values

Figure 7: Converting Categorical to Numeric Values.

In [36]: 1 X=data.drop(['Customer Lifetime Value'], axis=1) #X has all the features except 'Customer Lifetime Value'
2 y=data[ 'Customer Lifetime value'] #y has only 'Customer Lifetime Value'

In [37]: 1 #splitting both the dataset X and y into training and testing in the ratio 80:20
2 X train, X test, y train, y test=train test split(X, y, test size=p.2)

Figure 8: Splitting the Dataset.



In [44]: 1 #scaling to a range between 8 and 1
2

3y _train_scaler=HinMaxScaler()

4y test scaler=MintaxScaler()
5
7

o #fitting the scaler for training data and scaling it
y_train scaler,fit(pd.Dataframe(y train))
8 y_train=y train scaler.transform(pd.DataFrame(y train))
9
16 #fitting the scaler for testing data and scaling it
1y test scaler.fit(pd.DataFrame(y test))
7y test=y test scaler.transform(pd.DataFrame(y test))

—_

Figure 9: Scaling Numeric Values.

6 Running the Experiment

The ‘Code’ file seen in Figure 2 can be run in the Jupyter Notebook by selecting ‘Restart and
Run AIl’ in the Kernel section as seen in Figure 10.

v DeskiopMyResearchCode/ X & Code- Jupyter Notebook X Q@ V-Home X+ - 0 X
C O localhost8888/notebooks/Deskiop/MyResearchCode/Codeipynb T o Relaunch to update §
Read the migrafion plan fo Notebook 7 to leam about the new features and the actions to take if you are using extensions - Please note that updafing to Notebook 7 might break some of your extensions. Don't show anymore
-
. jUpytEf Code Lest Checkpoint adayago (autosaved) a Logout

Fle  Edt View Insert Cel Kemel Widgels Help |Pylhon3{|pykemeljo

B+ x @B 4+ PR Inferupt 0g v
Restart BIC -
— Restart & Clear Output -
Importing Libraries Restart & Run All

~  Reconnect Restart the Kernel and re-run the notebook
In[1]: 1 import sklearn gy .inn
2 import numpy as
3 import pandas as
4 import seaborn a Change kemel ’
5 import plotly.express as px
6 from sklearn import metrics
7 from keras.layers import GRU
8 from keras.models import Model
9 import matplotlib.pyplot as plt
10 from tensorflow.keras import backend as K
11 from sklearn.tree import DecisionTreeRegressor
12 from tensorflow.keras.models import Sequential
13 from sklearn.model_selection import train test split
14 from sklearn.preprocessing import MinMaxScaler, LabelEncoder
15 from sklearn.ensenble import RandomForestRegressor, GradientBoostingRegressor, ExtraTreesRegressor
16 from keras.layers import Input, Dense, LSTM, Dropout, Bidirectional, Multiply, Flatten, Permute, RepeatVector, Lambda

In [2]: 1 #disabling warnings
2 import warnings
3 warnings.filterwarnings("ignore")

Loading Data

Figure 10: Running the Code.



To run the application, select the ‘FlaskGui’ folder in Visual Studio Code and then run the
app.py file, by clicking the play button as seen in Figure 11. That will generate a http link to

run in the local host, which can be followed to get the application to predict CLV as seen in
Figure 12.
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Figure 11: Running the application.
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Figure 12: CLV Prediction Application.

The ‘Service-CLV Prediction’ has the page to predict CLV based on different attributes, and
it can be seen in Figure 13.

(" SERVICE- CLV PREDICTION )

CUSTOMER LIFETIME VALUE PREDICTION

Enter Number of Policies Select Monthly Premium Auto

Select Vehicle Class

Enter Coverage

— Select an Option - — Select an Option -

Enter EmploymentStatus Enter Total Claim Amount

-- Select an Option -

Select Months Since Last Claim

Enter Income

Select Response Enter Renew Offer Type

-- Select an Option - -- Select an Option -

Click To Predict Customer LifeTime Value

Figure 13: CLV Prediction Page.




