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1. Introduction 

This document describes the system requirements, software, hardware, and step-by-step 

configuration for the hybrid deep learning model developed for MRI classification. The goal of 

this model is to integrate DenseNet201, EfficientNetB2, and Vision Transformer to enhance 

classification accuracy by leveraging spatial, mid-level, and global features. 

2. System Configuration 

2.1 Software Specification 

o Operating System: Windows 10/11 or Ubuntu 20.04+ 

o A Gmail account to access data uploaded to google drive. 

o Google Colab for model training and evaluation using GPU support 

o Cloud GPU ,Tesla T4 GPU with 16 GB VRAM (Google Colab Pro) 

• Libraries and Frameworks: 

o TensorFlow 2.9 

o PyTorch 1.11 (for Vision Transformer) 

o Scikit-learn, NumPy, Pandas for data preprocessing and evaluation 

o Matplotlib, Seaborn for visualization 

o ImageNet Pretrained Models: DenseNet201 and EfficientNetB2 

o Hugging Face Transformers for Vision Transformer 

2.2 Hardware Specification 

• Minimum Requirements: 

o CPU: Intel Core i5 or equivalent 

o RAM: 8GB 

o GPU: NVIDIA GTX 1050 with 4GB VRAM 

• Recommended Requirements: 

o CPU: Intel Core i7 or AMD Ryzen 7 

o RAM: 16GB or higher 

o GPU: NVIDIA RTX 3060 with 8GB VRAM or higher 

3. Software Installation 

Step 1 Create a Gmail account as shown below, and proceed to fill in the prompted requirements  



 

Figure 1: How to create gmail account 

 

Step 2 After Successful account creation, On your browser open Google Colab 

 

Figure 2: How to access Colab 

Step 3. Open Google Colab and Subscribe to Pro to access T4 GPU with 16 GB VRAM 

I. On settings tab, click on colab pro as shown  

 

 



Figure 4: Colab Pro 

 

II. Subscribe to Colab Pro as   highlighted in figure() below       

 

Figure 5: Subscribe to Colab Pro 

Iii Verify Subscription 

 

Figure 6: Verification of subscription 

4.Software Configurations 

To configure the T4 GPU on google colab 

Step1. Select Change run type on the drop-down menu as illustrated  



 

Figure 7: Set runtime 

Step 2 click on T4 GPU  

 

Project Development 

Install Required Libraries 

 

Figure 9: Code showing how to import necessary libraries 

Data Extraction 



Step2; Extract the image file paths from the zip file  

 

Figure 10: Extraction of filepaths from zipped file 

 

Modelling  

Step1: Initialize Pretrained models; Load DenseNet201 and EfficientNetB2 from TensorFlow's 

applications module. Load Vision Transformer from Hugging Face. 

 

Figure 11: Code Showing initializing pretrained base models 

Create Model  

Step 1 : Define and verify the full hybrid model  

 

Figure 12: Code Showing Hybrid Model Definition 

Training 



Step 1; Phase 1: Freeze pre-trained layers, train only dense layers. 

 

 

Step 2:Phase 2: Unfreeze pre-trained layers, fine-tune entire model. 

 

 Save the hybrid model 

 

Evaluation 

Step1: Generate the Classification Report with Precision, recall, F1-score 

 

Step 2: Generate Predictions 



 

Step 2: Confusion Matrix 

 

Troubleshooting 

 

Figure 16: Error Alert 

Possible Cause and Solution 

Cause Solution 
GPU Quota Limit Reached - Upgrade to Colab Pro or Pro+ for extended GPU limits. 
  - Reduce GPU usage by optimizing batch sizes or clearing caches 

during training. 
High Server Load - Wait for 1–2 hours and retry connecting to the GPU backend. 
  - Switch to a different runtime (e.g., TPU or CPU) temporarily. 
Connectivity Issues - Check your internet connection and ensure it is stable. 
  - Restart the runtime via Runtime > Manage Sessions. 

 


