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Overview 

This manual provides detailed configuration and setup instructions for implementing an 
ensemble CNN-RNN model to predict Customer Lifetime Value (CLV) in online gaming 
environments. The project uses Python for data preprocessing, model building, training, 
evaluation, and visualization. 

The research has been conducted over an Apple MacBook pro and Mac operating system iOS 
15.1.1 

 

1 System Requirements 
 
Hardware 
 

Table 1: Hardware Requirements 
Processor Apple M1 

 Intel i5 (11th gen and above) 

 AMD Ryzen 5 (3rd gen and above) 

Memory 8gb ram 

Storage >50 GB 

GPU 8-core Apple GPU 

 NVIDIA RTX 3060 (Minimum) 

 
Software 

Table 2: Software Requirements 
Operating System MacOS Ventura or later 

 Windows 11 

Python Python 3.8 or above 
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2 Environment Setup 
 

Install Python and Required Libraries 

Install Python: “https://www.python.org/downloads/” 

Install Dependencies for iOS:  

Step 1: Open the Terminal app from Application -> Utilities and enter the following command 
“brew install python3“ 

Install Homebrew:  

Open terminal 

“/bin/bash-c"$(curl-fsSLhttps://raw.githubusercontent.com/Homebrew/install/HEAD/ 
install.sh)" “ 

1. Install Python:  

Open the Terminal app from Application -> Utilities  

Enter the following command “brew install python3“ 

2. Verify the installation: 

“python3 –version” 

 

Fig 1: Python Version (Macbook) 

3. Check you pip3 and python3: 

Enter the commands “python3 –version” and “pip3 – version” in terminal  

 

Fig 2: pip3 Version (Macbook) 

Update your pip to avoid any errors during installation using “pip3 install –upgrade 
pip” 

4. Install Jupyter Notebook: 

Enter the code in terminal “pip3 install jupyter”  

 

 

1https://jupyter.org/install 

https://raw.githubusercontent.com/Homebrew/install/HEAD/


 

3 
 
 

 

Fig 3: Jupyter install (Macbook) 

5. Open jupyter notebook: 

Enter “jupyter notebook” in terminal  

 

Fig 4: Jupyter notebook (Macbook) 

 

Fig 5: Jupyter notebook homepage (Macbook) 
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6. Extract the Code file: 

 

Fig 6: Code Extraction from zip file (Macbook) 

 

Follow the path in the jupyter home page and open the pynb file extracted from the zip. 

 

Fig 7: Jupyter notebook code (Macbook) 
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7. Install Required Libraries:  

To run the code install the required libraries: 

 

 

 

Fig 8: Libraries install 

 

8. Ensemble Model Build: 

 

Fig 9: Model Build 
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9. Run the Code: 

 

Fig 10: Code Execution 

 

Install Dependencies for Windows 

1. Install Python 

1. Download and install Python from the official Python website. 

2. During installation:  

o Check the box "Add Python to PATH". 

o Select the latest Python version (recommended: 3.8 or above). 

2. Install pip (if not included) 

1. Open Command Prompt (CMD) and run: 

2. python -m ensure pip --upgrade 

3. Verify pip installation: 

4. pip --version 

3. Install Jupyter Notebooks 

Installing Jupyter Notebook using Anaconda 

 

 

https://www.python.org/downloads/
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Step 1: First, Launch the Anaconda NavigatorAnaconda-Navigator 

 

Fig 11: Anaconda Navigator 

 

Step 2: Click on the Install Jupyter Notebook Button 

 

Fig 12: Jupyter in Anaconda 
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Step 3: Now, click on Launch button to Launch the Jupyter. 

 

Fig 13: Jupyter notebook 

 

 

Fig 14: Jupyter notebook homepage 
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Step 4: Extract the Code file: 

 

Fig 15: Code extraction from zip 

 

Follow the path in the jupyter home page and open the pynb file extracted from the zip. 

 

Fig 16: Jupyter notebook code 
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Step 5: Install Required Libraries:  

To run the code install the required libraries: 

 

 

 

Fig 17: libraries installation 

 

Step 6: Ensemble Model Build: 

 

Fig 18: Model Build 
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Step 7: Run the Code: 

 

Fig 19: Code Execution 

 
 
3 Key Configuration 
 
Data Splits 

• Training: 80% of the dataset 

• Validation: 10% of the dataset 

Testing: 10% of the dataset 

Model Architecture 

• CNN: Extracts spatial features. 

• RNN: Captures sequential dependencies. 

Ensemble: Combines CNN and RNN outputs for final prediction. 
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4 Expected Output 
 

Model Training for the Epochs 

 

Fig 20: Example Model Output 

 

Model Training vs Validation Accuracy Plot 

 

 

Fig 21: Training vs Validation Accuracy Plot 
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Model Training vs Validation Loss Plot 

 

 

Fig 22: Training vs Validation Loss Plot 

 

Confusion Matrix 

 

 

Fig 23: Confusion Matrix  
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