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1 Introduction  
 

Deepfakes, created using Generative Adversarial Networks (GANs), have become a 

significant challenge in ensuring media authenticity. These manipulated images, videos, and 

audio are increasingly realistic, posing risks to cybersecurity, misinformation campaigns, 

and digital fraud. Detecting such falsified media is crucial to maintaining trust and integrity 

in information systems. 

 While advancements in machine learning have improved deepfake detection, existing 

methods often fail when tested against high-quality manipulations or real-world distortions. 

The primary challenge lies in the adaptability and robustness of these detection systems in 

varying conditions. This research focuses on enhancing detection accuracy by leveraging 

state-of-the-art machine learning models tailored for both image- and audio-based 

detection tasks. 

 

 

2 Hardware and Software Requirements 

2.1 Hardware Requirements 

The hardware configuration of the system for this research project and executed are as 

follow: 

 Processor: Intel Core i5 or higher. 

 RAM: 16 GB or more. 

 GPU: NVIDIA Tesla or similar (for model training). 

 Storage: At least 100 GB of free space. 

2.2 Software Requirements 

 Operating System: Windows 10 / Linux / macOS. 

 Programming Language: Python 3.7 or above. 

 IDE: Google Colab or Jupyter Notebook. 

 Libraries: 

TensorFlow, Keras, OpenCV, Librosa, NumPy, Matplotlib, and Seaborn. 

 

3 Environment Setup 

3.1 Google Colab Setup 

 Open Google Colab. 

 Enable GPU: Runtime > Change runtime type > Hardware Accelerator > GPU. 
 

https://colab.research.google.com/
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Figure 1: Screenshot of Google Colab with GPU enabled 

3.2 Installing Libraries 

 Run the following command to install required libraries: 

 

 
Figure 2: Importing libraries and packages 

 

4. Data Preparation 

 
4.1 Accessing Datasets 

 

 Download datasets from Kaggle and upload them to Google Drive. 

 Path setup in Colab: 

This section provides instructions on accessing Kaggle datasets using the Kaggle API 

in Google Colab. 
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Figure 3: the dataset being downloaded using the API 

 

4.2 Preprocessing 

 

 

Figure 4: The preprocessing pipeline 

 

5. Model Implementation 

 Import the ResNet50 model from tensorflow.keras.applications with the pre-trained 

weights from ImageNet. 

 Set the input shape to (224, 224, 3) to match image dimensions and exclude the top 

layers for fine-tuning. 
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 Freeze the first layers of the ResNet50 model (except the last 10 layers) to retain pre-

trained weights and speed up training. 

 

Figure 5: ResNet50 Model Building 

 
Fig 6: Training model ResNet50 

6. Model Evaluation 
 

6.1 Evaluate on Test Data: 

 Use the evaluate() function to assess the model's performance on the test dataset. The 

function computes the loss and accuracy metrics for the model based on the data from 

the test generator. 

 After evaluation, print the test accuracy to see how well the model is performing on 

unseen data 
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Figure 7: Evaluating model 
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