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1 Introduction

This manual serves as a guide to document the technical procedures followed during the
research. It includes details about the tools, environment, and code configurations used
in the study. Additionally, it provides code snippets highlighting specific configurations
relevant to the project. The purpose of this manual is to outline the steps required to
replicate work and explore extensions of the research.

Section 2 outlines the setup of the environment used to execute the project. Section 3
describes the process of data collection in detail. Section 4 highlights the initial analysis,
model implementation, and the results obtained.

2 Environment

The hardware utilized for this project is detailed in Figure 1. It includes an AMD Ryzen
5 5500U processor with Radeon Graphics running at 2.10 GHz, 8.00 GB of installed RAM
(7.33 GB usable), and a 64-bit operating system with an x64-based processor architecture.

Figure 1: Device specifications

The code was executed using Jupyter Notebook and Python version 3.10.0.
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3 Data Collection

The earthquake datasets from Kaggle offer valuable insights into global earthquake activ-
ity. These datasets include various parameters, such as time, location (latitude and
longitude), depth, magnitude, magnitude type, and other relevant details.

Figure 2: Dataset1

Figure 3: Dataset2

Figure 4: Dataset3

4 Model Implementation

Figure 5 shows the libraries imported into the code.

Figure 5: Imported Libraries
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Next we load the dataset and check the information of the dataset like total columns
and rows. Also check the datatypes of the columns

Figure 6: Load the dataset

Figure 7, shows dropping irrelevant columns handling of missing values by filling
empty values by mean/median.
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Figure 7: Preprocessing Steps

Figure 8 and 9 shows the detection and removal of outliers

Figure 8: Outliers Detection

Figure 9: Outliers removal

Label encoding is done for categorical columns as a part of feature engineering
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Figure 10: Label Encoding

Split the dataset into train and test subset with 80% of the data for train subset and
20% of the data to test subset.

Figure 11: Split the dataset

Define the Machine learning models into a dictionary for iteration

Figure 12: machine learning models
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Figure 13: Train the models

The results of all the models are compared visually using bar graph.
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Figure 14: results Comparision
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