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Configuration Manual for Deep Learning 

Approaches to Real-Time Sign Language 

Recognition and Multilingual Translation 
 

Harika Guttula 

x23237431 

 

1. Introduction 
This manual guides you through the process of setting up the Sign Language Recognition 

system, which uses deep learning techniques (specifically Convolutional Neural Networks or 

CNN) for recognizing American Sign Language (ASL) gestures. The research study also 

integrates multilingual speech output for accessibility. The following sections provide detailed 

steps to configure and run the project on your local machine. 

 

2. Prerequisites 
Before you begin, ensure that the following software and hardware requirements are met: 

 

Hardware Requirements: 

⚫ A computer with a minimum of 4GB of RAM (8GB recommended). 

⚫ A GPU (Graphics Processing Unit) is highly recommended for faster model training (e.g., 

NVIDIA GPU with CUDA support). 

 

Software Requirements: 

⚫ Python (version 3.6 or above) 

⚫ pip (Python package installer) 

 

Libraries and Tools: 

⚫ TensorFlow (for model training) 

⚫ Keras (high-level neural networks API, integrated with TensorFlow) 

⚫ OpenCV (for image processing and dataset manipulation) 

⚫ gTTS (Google Text-to-Speech for multilingual speech output) 

⚫ Matplotlib (for plotting training curves and visualization) 

⚫ NumPy (for numerical computations) 

⚫ Pandas (for dataset handling) 

⚫ Scikit-learn (for model evaluation metrics like confusion matrix) 

 

3. Dataset Configuration  
⚫ The dataset used for training the model is an ASL dataset containing labeled images for 

each ASL sign (numbers 0-9, letters A-Z) is sourced from the kaggle1. 

 

⚫ Dataset path: 'asl_dataset/asl_dataset/' 

⚫ The dataset is organized into folders, with each folder corresponding to a different class of 

ASL signs. 

 
1 https://www.kaggle.com/datasets/ayuraj/asl-dataset/data 

https://www.kaggle.com/datasets/ayuraj/asl-dataset/data
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3.2 Preprocessing 

⚫ Image size is standardized to 224x224 pixels to fit the input requirements of pre-trained 

models like EfficientNetB3. 

⚫ Data is split into training, validation, and testing datasets with respective validation and 

test splits. 

 

 

 

 
 

 

3.3 Data Distribution 

⚫ Class distribution is visualized using pie charts and bar graphs, which help assess the 

dataset's balance across different sign categories. 
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4. Model Architecture 
 

4.1 CNN (EfficientNetB3) 

EfficientNetB3 is used as a pre-trained base model for spatial feature extraction: 

⚫ Input Size: (224, 224, 3) — 224x224 RGB images. 

⚫ Layers: Conv2D, MaxPooling2D, BatchNormalization, Dropout (for regularization). 

⚫ Frozen Layers: The base model's layers are frozen during training to retain the learned 

weights from ImageNet. 

 

4.2 RNN (LSTM) 

⚫ Input: Sequential frames of images representing ASL gestures. 

⚫ LSTM Layer: Captures temporal dependencies from sequences of images. 

⚫ Output Layer: A Dense layer with a softmax activation function, representing a 

classification for each gesture (36 classes: 0-9, A-Z). 
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4.3 Model Compilation 

The model is compiled using the Adam optimizer with sparse categorical cross-entropy loss 

and accuracy as the metric: 

 

 
 

4.4 Early Stopping 

Early stopping is implemented to prevent overfitting during training: 

 

 
 

 

5. Training the Model Code Implementation  
The model is trained on the training dataset and validated on the validation set for 10 epochs. 

The training accuracy and loss are monitored to adjust model performance. 
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6. Performance Metrics 
⚫ Training & Validation Loss/Accuracy: Plot loss and accuracy curves. 

⚫ Test Accuracy: Evaluated on the test dataset, measuring how well the model generalizes 

to unseen data. 

⚫ Classification Report: Includes precision, recall, and F1-score for each class. 

 

 
 

6.1 Confusion Matrix 

The confusion matrix helps in visualizing the misclassifications across all classes. 

 
 

6.2 ROC-AUC 
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For each class, the Receiver Operating Characteristic (ROC) curve is plotted to evaluate the 

model’s ability to distinguish between classes: 

 

 
 

7. Multilingual Translation (Text-to-Speech) 
The model integrates with the Google Text-to-Speech (gTTS) API to translate recognized 

gestures into spoken text. Users can select the language for output speech (English, Spanish, 

French, etc.). 

 

7.1 Speech Conversion Function 
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7.2 Multilingual Speech Output 

Users can choose the language for speech output, and the ASL gesture predictions are 

translated into the selected language: 

 

 
 

8. Visualization of Predictions 
The system plots predicted signs along with their corresponding class names, highlighting the 

correctness of predictions using color-coded labels (green for correct, red for incorrect). 

 

 

 

9. Audio Playback 
The system can play the generated speech file using pygame: 
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Conclusion 
This manual outlines the process of setting up and running a deep learning-based system for 

ASL recognition and multilingual translation. By leveraging hybrid CNN-RNN architecture, 

the system is capable of recognizing gestures in real-time and converting them into speech, 

allowing for multilingual accessibility. 
 

 

 
 
 


