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1 Introduction 
 

This configuration manual provides a comprehensive guide to replicate the project titled 

Enhancing Financial Forecasting through Transformer Models Using Social Media and 

News Insights. It describes the required environment, datasets, and implementation steps for 

deploying the system. Since all necessary datasets and pretrained models are stored in the 

Stock_Web_UI folder, the key focus is executing the stock_web_UI.ipynb notebook, which 

consolidates the workflow for prediction and visualization. To run the website and check the 

results, refer to Sections 7 and 8 of this manual for detailed guidance. 

 

2 Hardware and Software Specifications 
 

2.1 Hardware Requirements   
 Operating System: Windows 11  

 Processor: 8-core CPU (Intel i7/AMD Ryzen 7 or equivalent)   

 GPU (Required): NVIDIA RTX 3060 or higher with CUDA support   

 RAM: 16 GB or higher   

 Storage: 50 GB of free disk space   

 

2.2 Software Requirements   
Programming Language: Python 3.10   

Execution Platform: Google Colab Pro (required for GPU acceleration)   

Libraries: Install the following dependencies in Google Colab Pro using the specified 

commands:   

 

Libraries Installation Command 

pandas, numpy                      !pip install pandas numpy 

yfinance, praw, requests           !pip install yfinance praw requests 

pytorch-lightning, torch           !pip install lightning torch 

pytorch-lightning, torch           !pip install pytorch-forecasting 

transformers   !pip install transformers 

flask, pyngrok                     !pip install flask pyngrok 

matplotlib, plotly, scikit-learn   !pip install matplotlib plotly scikit-learn 
                                    Table 1: About Libraries Installation 

 

3 Cloud Storage and Execution Environment 
 

This project leverages cloud-based tools for execution and storage:   

 Google Colab Pro: Executes the notebooks with GPU acceleration for faster processing.   

 Ngrok: Hosts the Flask web application and provides a public URL for accessibility.   
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4 Dataset Details 
 

4.1 Sources   
 Reddit Data (2018-2024): Extracted from publicly available stock-related discussions on 

[Kaggle](https://www.kaggle.com).   

 News Articles (2018-2024): Historical news data was retrieved using the GDELT API, 

while the latest news data is dynamically fetched from the News API. 

 Stock Market Data (2018-2024): Retrieved via Yahoo Finance API.   

 

4.2 Dataset Files   
Organized into the following directories:   

 

Folder Files 

Initial_Datasets stock_index.csv, posts.csv, wallstreetbets_2022.csv 

Sentiment_Analysis tesla_reddit_data_18_to_24.csv,  aapl_reddit_data_18_to_24.csv, 

tesla_news_data_18_to_24.csv,   aapl_news_data_18_to_24.csv, 

tesla_stocks_18_to_24.csv,          aapl_stocks_18_to_24.csv 

Stock_Web_UI Trained models: 

(tesla_trained_tft_model.pth, aapl_trained_tft_model.pth),  

 

Sentiment-enriched datasets: 
(tsla_data_with_sentiment_analysis_from_18_to_24.csv, 

aapl_data_with_sentiment_analysis_from_18_to_24.csv) 

 

Flask web application files: 

 (home.html, error.html, predict.html,  

  strategy.html, predict_lstm.html, compare_models.html). 

                                        Table 2: Folder and File details 

 

5 Implementation Details 
 

5.1 Supporting Notebooks (Optional) 
The following notebooks were used for data preparation and training but are not required to 

execute the project:   

 

1. get_reddit_and_news_data.ipynb: 

 Downloads news data and stocks data using respective APIs.   

 Filters data for relevant stock tickers (Tesla and Apple).   

 Stores the data in DataFrames and saves it into CSV files, which are ready for 

sentiment analysis.   

 

2. sentiment_analysis.ipynb:  

 Performs sentiment analysis using the FinBERT model for Reddit and news data.  

 Merges all the data into a single dataset and saves it as CSV files.   
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3. train_telsa_tft_model.ipynb & train_apple_tft_model.ipynb: 

 Preprocesses stock, sentiment data for Tesla and Apple.   

 Trains Temporal Fusion Transformer (TFT) models and saves them as trained files. 

 Visualizes predictions versus actual values and feature importance.   

 Tests the LSTM model, evaluates model metrics, and simulates a trading strategy for 

validation.   

 

Note: The outputs from these four notebooks (processed datasets and trained models) are 

already stored in the Stock_Web_UI folder. You do not need to rerun these notebooks.   

 

5.2 Primary Notebook for Execution   
Stock_web_UI.ipynb file: 

The key notebook for deployment and execution is stock_web_UI.ipynb, which:   

 Provides a Flask-based web interface for stock price predictions, trading strategy 

simulation, and model comparison.   

 Integrates pretrained Temporal Fusion Transformer (TFT) models 

(tesla_trained_tft_model.pth and aapl_trained_tft_model.pth) and LSTM models for 

predictions.   

 Dynamically updates the dataset by integrating live data from APIs (Yahoo Finance, 

News API, and Reddit).   

 Generates interactive plots (using Plotly) to compare actual and predicted stock prices, as 

well as trading signals (Buy/Sell markers).   

 Includes a public URL for external access via Ngrok, enabling seamless deployment and 

usability.   

 

6 Evaluation 
 

Metrics: 

 Accuracy Metrics: Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), 

and R² Score.   

Visualizations:  

 Actual vs Predicted Prices (Plotly graphs).   

 Model Comparison (Bar charts for metrics).   

 Trading Signals (Buy/Sell markers on price charts).   

 

7 Instructions for Running the Project 
 

7.1 Environment Setup: 
 Open stock_web_UI.ipynb in Google Colab.   

 To enable GPU acceleration in Google Colab, go to the ‘Runtime’ menu, select ‘Change 

runtime type’, choose your desired ‘Hardware accelerator’ (e.g., A100 GPU), and click 

Save. 

 Ensure that all files from the Stock_Web_UI folder are uploaded to the session storage. 
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                                                Fig 1: Runtime type UI 

 

7.2 Execution Steps & Explanation of Code Workflow: 
 

1. Installing Required Libraries:  

   The notebook begins by installing the necessary Python libraries such as lightning, 

pytorch_forecasting, pyngrok, flask, keras, and praw using pip. 

 

        
                                            Fig 2: Installing Libraries 
 

2. Setting Up Ngrok for Public Access:  

   The Ngrok authentication token is configured to allow secure public tunneling. This step 

enables the Flask application to be accessible externally via a public URL. 

 

           
                                             Fig 3: Setting Up Ngrok 
 

3. Importing Required Libraries & files: 

  The project imports a comprehensive set of libraries for data handling, API interaction, deep 

learning models, visualization, and performance evaluation. Key libraries include PyTorch 

Forecasting for transformer-based modelling, TensorFlow/Keras for LSTM, and Plotly for 

interactive visualizations. 
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                                                Fig 4: Importing Libraries 
 

4. Initializing Flask Application: 

   A Flask application is initialized with a specified template folder. The Ngrok public URL is 

configured to provide external access to the application running locally. 

 

                        
                                               Fig 5: Initializing Flask 
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5. Loading the FinBERT Model and Tokenizer: 

   The FinBERT model and its tokenizer are loaded to perform sentiment analysis on financial 

news and Reddit data. This model analyses sentiment (positive, neutral, negative) from 

textual data and assigns corresponding sentiment scores. 

 

          
                                                Fig 6: Runtime type change 

 

6. Sentiment Analysis Function: 

   A function get_sentiment applies FinBERT to a given text, truncating it to 512 characters 

(model input limit) and returning the sentiment label and score. 

 

       
                                           Fig 7: Sentimental Analysis Function 

 

7. Data Cleaning and Preprocessing: 

   Data from Reddit and news articles is cleaned and preprocessed. Sentiment scores are 

aggregated based on business days. Merging and normalization processes integrate sentiment 

and stock data for further modelling. 

 

           
                                      Fig 8: Cleaning and preprocessing function 

 

8. Loading Tesla Data: 

The get_tsla_predictions function is responsible for loading Tesla stock data, enriched with 

sentiment fields derived from Reddit and news articles. Missing values in the dataset are 

systematically filled to ensure data integrity. The data is then preprocessed and prepared for 

the Temporal Fusion Transformer (TFT) model.   
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Additionally, the get_latest_data function dynamically fetches real-time data, including:   

 Stock Prices: Collected from December 1st, 2024, to the most recent date using 

Yahoo Finance.   

 News Articles: Retrieved through the NEWS API, providing up-to-date information 

on Tesla-related topics.   

 Reddit Data: Gathered using the PRAW library, covering relevant posts from 

multiple subreddits.   

The function integrates these sources, performs sentiment analysis on the news and Reddit 

text using FinBERT, and prepares the sentiment-enriched data for seamless modelling. 

 

    
                                  Fig 9: Loading TSLA data function for TFT Model 
 

   The data is restructured into a TimeSeriesDataSet format compatible with the TFT model. 

This includes configuring lags, encoder lengths, and categorical encoders for sentiment 

columns. 

 

              
                                     Fig 10: TSLA TFT model TimeSeriesDataSet 
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    The pretrained TFT model for Tesla is loaded, and the validation dataset is prepared. The 

model predicts stock prices using the time-series structure of the data. 

 

 
                                        Fig 11: Loading Trained TSLA TFT Model 
 

9. Loading Apple Data: 

    Similar to Tesla, Apple stock data is loaded using get_aapl_predictions. 

 

 
                                  Fig 12: Loading AAPL data function for TFT Model 
 

10. Building and Training the LSTM Model: 

    The LSTM model setup involves scaling data, preparing sequences of 90 days, and 

splitting it into training and testing sets. This is crucial for capturing sequential patterns in 

stock price movements. 
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                                           Fig 13: LSTM Model Function 
 

    The LSTM model is constructed with layers for processing sequential data. Training is 

performed with early stopping to prevent overfitting. Model predictions are scaled back to 

their original range. 

 

          
                                             Fig 14: LSTM Model Function 
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    Predictions are generated for the test dataset. Both the predicted and actual stock prices are 

rescaled for evaluation and visualization. 

 

 
                                           Fig 15: LSTM Model Function 
 

11. Extracting Actual and Predicted Values: 

    A utility function retrieves actual and predicted stock prices from model outputs, preparing 

them for comparison and analysis in visualizations. 

 

        
                                     Fig 16: Extracting Actual and Predicted Values 

 

12. Combining Tesla and Apple Data Processing:  

    Both Tesla and Apple data are processed using the respective TFT and LSTM models. 

Outputs are consolidated to ensure uniformity in predictions and evaluations. 

 

 
                          Fig 17: Combining Tesla and Apple Data for Both Models 
 

13. Running the Flask Application: 

This code snippet ensures that the Flask application runs on port 5000. The (if __name__ == 

"__main__") construct is a standard Python idiom used to execute the application only when 

the script is run directly, not when it is imported as a module. By invoking 

app.run(port=5000), the application is deployed and becomes accessible via the public Ngrok 

URL generated earlier in the notebook. 

 

                                            
                                             Fig 18: Running the Flask Application 
 

This structured workflow ensures efficient data handling, modelling, and deployment for 

real-time stock price predictions and analysis using state-of-the-art techniques.  
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8 How to Use the Website UI 
 

The deployed web application offers a user-friendly interface for stock analysis and 

prediction. Below is a detailed guide on how the website's navigation and features work, 

based on the HTML pages and corresponding functionalities: 

 

1. Homepage (home.html): 
Overview: The homepage serves as the entry point for users. It allows them to select a stock 

ticker (e.g., TSLA or AAPL) and a model (Temporal Fusion Transformer or LSTM). 

Inputs: 

 Ticker Symbol: Enter the stock symbol (TSLA or AAPL). 

 Model Choice: Select either “Temporal Fusion Transformer” or “LSTM”. 

Actions: 

 Predict Button: Submits the inputs to fetch predictions and display results based on 

the selected model. 

 Compare Models Button: Redirects the user to a comparison of model performances 

for the selected stock. 

 

                                      
                                                             Fig 19: Home Page 
 

2. Error Page (error.html): 
Functionality: Displays an error message if an unsupported stock ticker is entered.  

Back to Home: Redirects the user to the homepage to re-enter valid inputs. 

 

                                    
                                                            Fig 20: Error Page 
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3. Prediction Page for TFT Model (predict.html): 
Overview: Displays prediction results for the Temporal Fusion Transformer model. 

Actions: 

 Simulate Trading Strategy: Generates a trading strategy based on the predicted 

prices. 

 Back to Home: Returns to the homepage. 

 

                
                                              Fig 21: Prediction Page for TFT Model 
 

4. Trading Strategy Simulation Page (strategy.html): 

Overview: Provides a simulated trading strategy based on predictions. 

 

                                 
                                  Fig 22: Trading Strategy Simulation Page 
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Results Summary: 

 Initial investment, final balance, earnings, and profit percentage. 

 Stock price trends with buy and sell signals graph. 

 

5. Prediction Page for LSTM Model (predict_lstm.html): 
Overview: Similar to predict.html but tailored for LSTM predictions. 

Key Elements: 

 Displays metrics (MAE, RMSE, R²) specific to the LSTM model. 

 Includes a graph comparing actual and predicted stock prices over the last 30 days. 

 

                           
                                      Fig 23: Prediction Page for LSTM Model 
 

6. Model Comparison Page (compare_models.html): 
Overview: Compares the performance of the TFT and LSTM models for a selected stock. 

Key Elements: 

 Displays MAE, RMSE, and R² scores for both models side-by-side. 

 Visual representation of metric values for easier comparison. 

 

       
                                            Fig 23: Model Comparison Page 
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By following this guide, users can efficiently navigate the web application, leverage its 

analytical capabilities, and gain actionable insights for Tesla and Apple stocks. 

 

Notes and Recommendations   
 Ensure that API keys for Reddit, News API, and Ngrok are properly configured in the 

notebook.   

 Verify that all input file paths are correctly specified and accessible.   

 Always execute the project in Google Colab Pro to leverage GPU acceleration for faster 

processing.   
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