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Configuration Manual

Gayathri Gangadharan
X22203427

1 Introduction

This configuration manual provides guidelines on how prepare and execute short-term(hourly)
and long-term(daily and monthly) traffic flow prediction models, Artificial Neural Net-
work(ANN) and Convolutional Neural Network (CNN), using Dublin’s traffic dataset
from the Sydney Coordinated Adaptive Traffic System(SCATS). The manual aims to
replicate all the project conditions to ensure accurate predictions and thorough analysis.

2 System and Software requirements

This research was done on a Windows 10 desktop with 8 GB of RAM,sufficient for data
preprocessing and training the model.The implementation was performed in Python us-
ing Jupiter Notebook, with Anaconda employed for managing python environment.The
required libraries for this project are TensorFlow, Keras, Pandas, NumPy, Scikit-learn,
Matplotlib, and Seaborn.

3 Data Source

For this research, Dublin’s traffic dataset from SCATS for the month of July 2024 was
used. It provides historical traffic flow records for Dublin, accessed through the link:
https://data.smartdublin.ie/dataset/dcc-scats-detector-volume-jul-dec-2024.

4 Data Pre-processing

The dataset was loaded and pre-processed using the Pandas library in python,which
included handling null values and transforming variable types.

Figure 1: Data loading
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5 Feature Engineering

As the first step in feature engineering, Label encoding was applied to convert the cat-
egorical variables into numerical formats as shown in figure 2. The next step is Data
splitting, the dataset was split into features and target variables, followed by further di-
vision into training and testing sets as shown in figure 3.Additionally, data scaling was
performed to normalize the features and target variable, bringing them to a common
scale for improved model efficiency. These tasks were executed using ’LabelEncoder()’,
’train test split()’, and ’StandardScaler’ classes from the Scikit-learn library.

Figure 2: Label encoding

Figure 3: Data Splitting

Figure 4: Data Scaling

6 Model Training

Two deep learning models ANN and CNN were selected for this study because of their
capability to capture non-linear patterns in traffic data and identify temporal and spatial
patterns which are crucial for accurate predictions.In learning the feature interactions
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ANN is more proficient, and CNN, on the other hand, its convolutional layer is capable
of extracting the important patterns both in the time and space domain, this makes both
models relevant to traffic flow prediction at hourly, daily and monthly basis.

(a) ANN Model Creation

(b) CNN Model creation

Figure 5: Model Creation

For monthly traffic flow prediction, the models were developed in python using Keras
package from TensorFlow library as shown in figure 5a and 5b.

For daily prediction, the data was aggregated by grouping it based on attributes like
region,site, detector, year, month, and day and for hourly prediction the data was aggreg-
ated by grouping it based on attributes like region,site, detector, year, month, hour and
day (refer figure 6).The feature, ’Avg Volume’, representing the mean of traffic volume
and ’Sum Volume’, representing the cumulative traffic volume for each day.Then, it was
divided into training and testing sets using ’train test split()’ function from Scikit-learn
library.

Figure 6: Data Aggregation
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The ANN and CNN models were implemented for daily and hourly prediction.The
architecture of ANN model, comprising multiple dense layers with ReLU activation and
dropout for regularization, was the same that used form monthly predictions(refer figure
5a).The model was trained over 10 epochs with a batch size of 32, utilizing the test data-
set for validation.Following training, the model was evaluated on the test set to generate
hourly and daily traffic flow predictions.
The CNN model for daily and hourly data followed the same architecture and implement-
ation approach as shown in the CNN model for monthly prediction(refer figure 5b).It
began with a convolutional layer of same filters and size and ReLU activation.The model
consisted of a max-pooling layer, followed by a flattening layer, a dense layer, a dropout
layer, and a final regression layer.It was compiled with Adam optimizer and trained for
10 epochs with validation data to assess performance (refer figure 7).

Figure 7: Model training

ANN and CNN models were created for a specific region ’IRE’, selected from the seven
region’s in the dataset, to predict traffic flow at hourly, daily and monthly intervals.The
region ’IRE’ was filtered from the dataset (refer figure 8), with the columns divided
into features(Region, site, detector, year,month,day, and hour) and the target variable
(Sum volume).Then the ANN and CNN models were implemented to predict traffic flow
at hourly, daily and monthly intervals.

Figure 8: Filter data for ’IRE’

7 Model Testing and Evaluation

Figure 9: Model evaluation

The ANN and CNN models were evaluated to assess their accuracy and reliability
using standard metrics such as R2 values, MSE, MAE and RMSE, by importing packages
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’r2 score’,’mean squared error’, ’mean absolute error’ from the Scikit-learn library and
the RMSE is calculated using the NumPy library as shown in figure 9 .The model’s
predictions were compared with actual values to determine their suitability for short-term
and long-term forecasting.Predictions were made using the trained models and analyzed
for accuracy across different time intervals: hourly, daily and monthly.
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