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1 Introduction

This configuration manual will provide detailed instructions how to setup the system
or device for this study. This manual includes thorough explanation on how to carry
out the research study from start to finish. It also contains the machine specifications
and configurations needed to develop and execute all the models without any problems.
It contains steps on how to setup the basic environment for the project, along with
information on the necessary applications and packages to integrate into the working
environment.

2 Project Files Detail

2.1 Datasets

This project include 4 historical dataset files and a JSON file folder consisting financial
news articles encoded in JSON structure.

2.2 Google Collab File

Google collab is used for this project development. Hence one google collab file will be
there in the project folder.

3 System Specification

Figure 1 shows the system specifications. And Figure 2 shows the Google Collab specific-
ations.

4 Software Used

1. Google Drive

2. Google Collab
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Figure 1: System Specifications

Figure 2: Collab Specifications
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4.1 Libraries Used

• os

• json

• datetime

• pandas

• seaborn

• matplotlib.pyplot

• tabulate

• transformers

• sklearn

• xgboost

• tensirflow.keras

• keras tuner

5 Project Development

These steps gives a detailed guide how to implement the project in google collab.

5.1 Uploading Project Folder To Google Drive

First upload the project folder to the google drive as shown in Figure 3.

Figure 3: Uploading Project Folder

5.2 Mount Google Drive

Open the collab file from the project folder. And run the mount drive code in the first
cell as shown in Figure 4.
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Figure 4: Mount Google Drive

5.3 Changing The File Path

Change the file paths if necessary as shown in Figure 6.

Figure 5: Changing the path of files

5.4 Importing Libraries

Importing and installing all the necessary libraries that will be used in the project.

Figure 6: Importing Libraries

5.5 Pre-processing

5.5.1 Processing JSON Files

JSON files stored in the folder ’JSON Files With Articles’ will be extracted one by one
and processed to get an excel file with columns pub date and description.
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Figure 7: Extracting pub date and description from the JSON files

5.5.2 Sentiment Analysis

This below code uses ProsusAI/FinBERT model for sentiment analysis. And then single
sentiment score will be generated in the place of 2 columns sentiment label and sentiment
score Figure 9.

Figure 8: Sentiment Analysis

5.5.3 Processing of Historical datasets

Below codes performs the preprocessing of historical hourly datasets such as XAU/USD
rate, Crude Oil, SP 500 and VIX.

5.5.4 Data Splitting and Scalling

Data is split into 80% training and 20% test set. And then StandardScaler was used for
scaling Figure 15.
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Figure 9: Generating single sentiment score

Figure 10: XAU/USD pre-processing

Figure 11: Crude Oil pre-processing
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Figure 12: SP 500 pre-processing

Figure 13: VIX pre-processing

Figure 14: Merging All Data

Figure 15: Data splitting and scalling
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5.5.5 Model building

First the hyperparameter tuning will be done and then best model will predict the test
set.

Figure 16: Hyperparameter Tuning

Figure 17: Best Model Used for prediction

Output from hyperparmeter tuning: Figure 18.

5.5.6 Model Evaluation

Evaluation Metrics of Random Forest.Figure 21

5.6 Same steps from model building will be followed to other
models

5.7 R² Scores of Different Machine Learning Models

Below graph shows the performance of all models in terms of R² Scores :Figure 22.
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Figure 18: Random Forest Best parameters

Figure 19: Random Forest Metrics

Figure 20: Predicted vs Actual XAU/USD rates over time
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Figure 21: Feature Importance

Figure 22: R² Scores of Different Machine Learning Models
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