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1 Introduction 
 

         Customer Churn affects the profits of the telecom company, as it is cheaper to maintain 

the customer than acquiring new one. This research proposes heterogeneous multi-stacking 

with Random Forest, XGBoost, KNN, and Logistic regression and implementing techniques 

like SMOTE, RFE and SHAP to improve performance and interpretability of the proposed 

model. These insights enable the companies to develop personalised retention strategies and 

improving stakeholders trust and business. 

        This document contains all the necessary configuration that would be required for 

reproducing the outcome of the code. The document discusses the software and hardware 

requirements, importing the required libraries, step by step process for preparing the data 

which includes data cleaning, feature selection, and handling of imbalance class, then the 

development of multi-stack model and application of SHAP.  

 

2 Environment Setup 
       This section contains the detail information about the software and hardware 

requirements that would be required to execute the code.  

2.1 Hardware Requirements: 

 
 

Fig.1 Configuration of the system used in the research 
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The Fig.1 shows that the research made use of Lenovo Legion 5 15IMH05 alptop equipped 

with an Intel core i5-10300H CPU at 2.50 GHz, a 64-bit operating with a RAM of 8GB. 

 

2.2   Software Requirements: 
 

 Operating System Windows: 

 Windows 10 or later  

 macOS: macOS 10.14 or later  

 Linux: Ubuntu 20.04 or later  

 

 Development Environment:  

 JupyterNotebook 

 Google Colab  

 

 Python Version: 

 Python 3.9. 

 

  Anaconda: For managing Python environments and packages. 

 

3 Data Collection  
 

In this study we have made use of publicly available IBM Telco Customer Churn Dataset 

from Kaggle which contains 7043 rows and 21 features which are divided into 3 different 

categories: service-related, account-related and demographic-related. The link of the dataset 

is given below. 

 

The Link for IBM Telco Customer Churn Dataset from Kaggle:   

https://www.kaggle.com/datasets/blastchar/telco-customer-churn/data 

 

4 Importing Libraries 
  

The Fig.2 shows the importing of necessary libraries that is required for data preprocessing, 

data visualization and Machine learning the project uses libraries such as Scikit learn, 

Xgboost, Catboost for model building and model evaluation and for data manipulation and 

analysis the project uses libraries such as pandas, numpy and missingno. Visualization is 

facilitated by the library such as matplotlib, seaborn and plotly for generating better graphics. 

Used models are Decision Tree, Random Forest, Naive Bayes, SVM, KNN, Logistic 

Regression Boosting algorithms. 

https://www.kaggle.com/datasets/blastchar/telco-customer-churn/data
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Fig.2 Importing Libraries 

 

 

5 Exploratory Data Analysis 
 

         The exploration of the dataset helps us to understand the importance of different 

features that are influencing the customer churn. Following figure shows the code snippets 

for some of the data visualization. 

 

 
 

Fig.3 Payment Distribution with respect to Churn 
 

The Fig.3 presents a code to understand how the payment method is distrbuted among the 

customer who churned and those who did not. 
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Fig.4 Churn Distribution with repsct to Internet Service and Gender 

 

The code in the Fig.4 helps us to bar graph to under the churn distribution with respect to 

interservice type and gender.  

 

 
 

Fig.5 Churn Distribution with respect to Partners  

 

The Fig.5, shows the distribution of churn with repesct to the relationship status of the 

customers. 

 

6 Data Preparation  
 

 
Fig.6 Checking for missing values 

 

The Fig.6 shows that we use missingo library to visualize missing values in a dataset as 

matrix plot. The Fig.7 shows the code to the inderect missingness that may be present in the 

feature ToatalCharges. 

 

 
Fig. 7 Checking possible missingness in our data 
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Fig. 8 Checking for Outliers 

 

The Fig.8, displays the code for plotting boxplot in order to check for the presence of outliers 

in the numerical columns. 

 

 
 

Fig.9 Feature slection using RFE 

 

The Fig.9, provides code for the slection of the 10 feature that plays significant role in 

customer churn using Recursive Feature Elimination technique. 
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Fig. 10 Application of SMOTE Technique 

 

The Fig.10, depicts the code snippet for the apllication of Synthetic Minority Oversampling 

Technique to handle the class imbalance. 

 

7 Model Development and Interpretability 
 

7.1 Random Forest Model 
 

 
Fig. 11: Code for Hyperparameter Tuning using GridSearchCV of Random Forest 
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Fig. 12: SHAP analysis for Random Forest model 

7.2 XGBoost Model 

 
Fig. 13: Code for Hyperparameter Tuning using RandomizedSearchCV XGBoost model 

 

 
Fig.14 SHAP analysis for XGBoost Model 
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7.3 k-nearest neighbors (KNN) 

 
Fig.15: Code for Hyperparameter Tuning using RandomizedSearchCV XGBoost model 

 

 
 

Fig.16: SHAP analysis for KNN 
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7.4 Multi-stacked Model 

 

 
 

 
 

Fig.15: Code for developing Multi-stacked model 

 

 
 

Fig.16: SHAP analysis for Multi-stacked Model 
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8 Conclusion 
 

In conclusion this document provides the details information on how to set up the 

environment, list the necessary software and hardware requirements, how to reproduce the 

results by performing data preparation, developing the machine learning models including the 

multi-stacked ensemble model and application of SHAP for interpretability. With the help of 

this document the reader can easily perform the experiments and reproduce the results.  
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