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Configuration Manual 

Aafreen Shan Asmath 

Student ID: x23231335 

 

1 Introduction 

This manual explains the configuration necessary for replicating the experimental setup to 

reproduce the findings of the research project "Optimizing Anomaly Detection Algorithms 

and Resampling Techniques for More Accurate Detection of Credit Card Fraud." The 

investigation studies the performance of anomaly detection models like Isolation Forest and 

Local Outlier Factor combined with resampling techniques like SMOTE, SMOTE-ENN, and 

Random Undersampling. In this manual, software, hardware, and technical definitions are 

introduced to maintain experimental consistency in their reappearance. This document truly 

serves a great purpose in replicating the experimental environment, testing, and reproducing 

the findings and results. 

2 Development Environment 

2.1 Hardware Specifications 

• Processor: 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40GHz  2.42 GHz 

• RAM: 8GB 

• GPU: NVIDIA RTX 3050 

 

2.2 Software Specifications 

 
• Operating System: Windows 11 (any version compatible with Python can be used) 

• Programming Language: Python 3.11.5 

 

Figure 1: Python Version 

 

• Integrated Development Environment (IDE): Jupyter Notebook 6.5.7 or higher 

version 
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2.3 Required Libraries and Frameworks 

 
These libraries in Python are essential for performing the implementations. They could be 

installed as follows by typing in a command line. 

• NumPy: Numerical computation 

• pandas: Manipulating and analyzing data 

• matplotlib: Data visualization 

• seaborn: Statistical data visualization 

• scikit-learn: Packages with a collection of machine learning algorithms and utilities 

• imbalanced-learn: This library can be used to run various functions that help in 

various resampling techniques like SMOTE and SMOTE-ENN. 

• SciPy: Scientific computing 

• warnings: Managing the runtime warnings 
 

 

Figure 2: Libraries Used 

3 Data Source 

This research uses an open-source dataset from Kaggle: 

Dataset Name: Credit Card Fraud Detection Dataset 

Link: https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud/data 

The number of records: 284,807 

Features: 31 (Time, Amount, and anonymized features from V1 to V28). 

Target Variable: Class (0 for non-fraud, 1 for fraud). 

http://www.kaggle.com/datasets/mlg-ulb/creditcardfraud/data
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Figure 3: Data frame 

 

4 Project Code Files 

One Jupyter Notebook Code File is used in this project, and it’s named as in the below image. 

The code file in the below image contains data pre-processing, model building and 

evaluation. 

 

Figure 4: Jupyter Notebook Files 

5 Data Preparation 

5.1 Extracting Data: 

Extracting the Data from the CSV file 

 

Figure 5: Loading the dataset 

 

5.2 Data Pre-Processing: 
 

Data pre-processing consists of data cleaning, data transformation, and applying techniques 

like SMOTE to address class imbalance. 
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Figure 6: Data Cleaning 

 

 

Figure 7: Handling class imbalance using SMOTE and SMOTE-ENN 

 

 

Figure 8: Outlier detection and removal 

 

5.3 Exploratory Data Analysis and Feature Engineering 

This section is about the exploratory data analysis of credit card fraud detection. This section 
involves using various graphs to analyse the dataset. 
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Figure 9: Box plots of transaction time and amount. 

 

Figure 10: Fraud vs Non-Fraud Amount Distribution 
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Figure 11: Correlation Matrix 
 

 

Figure 12: Histogram Plots of independent and target variables. 

 

 

Figure 13: Applying Normalization 
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6 Model Building and Evaluation 

This section contains splitting the data before training the model, implementing the model. It also contains 

implementation of anomaly detection models. 

 

 

Figure 14: Splitting the data into train and test 

 

 

 

Figure 15: Implementation of Isolation model 
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Figure 16: Logistic Regression Implementation 
 

 

Figure 17: Evaluation of Models 
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Figure 18: Confusion Matrix of Isolation Forest 
 

 

Figure 19: Confusion Matrix of LOF 
 

 

Figure 20: Confusion Matrix of Logistic Regression 


